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Combining multiple features for color texture
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Abstract. The analysis of color and texture has a long history in image analysis and computer vision. These two
properties are often considered as independent, even though they are strongly related in images of natural
objects and materials. Correlation between color and texture information is especially relevant in the case of
variable illumination, a condition that has a crucial impact on the effectiveness of most visual descriptors.
We propose an ensemble of hand-crafted image descriptors designed to capture different aspects of color
textures. We show that the use of these descriptors in a multiple classifiers framework makes it possible to
achieve a very high classification accuracy in classifying texture images acquired under different lighting con-
ditions. A powerful alternative to hand-crafted descriptors is represented by features obtained with deep learning
methods. We also show how the proposed combining strategy hand-crafted and convolutional neural networks
features can be used together to further improve the classification accuracy. Experimental results on a food
database (raw food texture) demonstrate the effectiveness of the proposed strategy. © 2016 SPIE and IS&T
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1 Introduction

The recognition of color texture is a widely studied topic in
computer vision and pattern recognition. Most of the
research efforts on this subject have been devoted to the def-
inition of suitable descriptors able to capture the distinctive
properties of the texture images while being invariant, or at
least robust, with respect to some variations in the acquisition
conditions, such as rotations and scalings of the image,
changes in brightness, contrast, and light color temperature. !

Previous works have made an extensive evaluation of
descriptors that encode both color and texture information.'*
Results have shown that these descriptors perform poorly
when both the color and position of the light source change.
A possible strategy to exploit color in texture classification
consists in the extraction of image features that are invariant
(or at least robust) with respect to changes in the illumination.
For instance, Seifi et al., proposed to characterize color textures
by analyzing the rank correlation between pixels located in the
same neighborhood and by using a correlation measure that is
related to the colors of the pixels, and is not sensitive to illumi-
nation changes.> Cusano et al.* proposed a descriptor that
measures the local contrast: a property that is less sensitive
than color itself to variations in the color of the illuminant.
The same authors then enhanced their approach by introducing
a novel color space where changes in illumination are even eas-
ier to deal with.’ Other strategies for color texture recognition
have been proposed by Drimbarean and Whelan,® who used
Gabor filters and co-occcurrence matrices, by Bianconi et al.,’
who used ranklets and the discrete Fourier Transform, and
by Palm, who experimented with integrative co-occurrence
matrices.® Comparative studies on the combination of color

*Address all correspondence to: Paolo Napoletano, E-mail: napoletano @disco.
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and texture features have been documented by Porebski
et al.” and Takovidis et al."”

Recent works suggested that, in several application
domains, carefully designed features can be replaced by fea-
tures automatically learned from a large amount of data with
methods based on deep learning.!" Cimpoi et al.,'” for in-
stance, used Fisher vectors to pool features computed by
a convolutional neural network (CNN) trained for object
recognition. Cusano et al.'* have shown that none of the
descriptors in the state of the art is robust enough to any pos-
sible variation of illuminations especially when its magni-
tude is large.

Since different visual descriptors induce different sensi-
tivities to variations of the lighting conditions, we designed
a classification strategy based on an ensemble of descriptors
that capture different aspects of images such as color, texture,
and color contrast, showing a high degree of robustness to
specific changes in lighting (e.g., changes in intensity,
color temperature, light direction, etc.). We show that a
proper combination of these descriptors makes it possible
to achieve a very high classification accuracy even under
large variations of the lighting conditions. To demonstrate
the effectiveness of our approach we conducted an extensive
experimentation with the raw food texture (RawFooT) data-
base,'? a collection of texture images that have been carefully
acquired to allow comparative studies of texture recognition
under controlled variations of the light intensity, direction,
and color. The results prove how our approach significantly
boosts the performance of the individual descriptors, making
it possible to improve the state of the art.

The focus on the descriptors and on their combination
presents the advantage that the classifier is not required to
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learn a model of the variations in the lighting conditions. This
allowed us to experiment with a very simple classifier (we used
the nearest neighbor classifier), to work with a small number of
training examples, and to limit the dependence of our findings
on the composition of the training set. Note, however, that the
proposed strategy is very general and that it can be easily
adapted to more complex classification models such as, for in-
stance, support vector machines (SVMs).

The paper is organized as follows: Sec. 2 presents in detail
the ensemble of descriptors we selected and the combination
rule we designed. Section 3 describes the experimental setup
and reports a comparison, in terms of classification accuracy,
with several other descriptors and combination rules of the
state of the art. Finally, Sec. 4 summarizes the work and
highlights some promising directions for future research
on this topic.

2 Proposed Method

The performance of texture classification methods can be
boosted by enriching the information extracted from the
images and by encoding it into suitable descriptors. In par-
ticular, it has been observed that the combination of color
and texture information can be very effective.'* However,
the actual effectiveness of such a combination depends on
several factors such as the degree of variability in the acquis-
ition conditions. For instance, Mienpid and Pietikiinen’
have shown how a simple concatenation of color and texture
descriptors is beneficial when the illuminant color is stable,
and is detrimental when the illuminant color is variable.

Combining strategies represents a common approach for
the improvement of the performance in classification prob-
lems (see the work by Kuncheva for a detailed introduction
to the topic'). Kittler et al.'® proposed a theoretical frame-
work in which combination methods are modeled as the
application of suitable operators to the posterior probabilities
computed by multiple classifiers (this approach is often
referred to as “late fusion” to distinguish it from the
“early fusion” combining that operates directly in the feature
space).]7 In their framework, each element to be classified
(that in the following we assume to be an image) is repre-
sented by multiple descriptors Xi,...,Xp, and must be
assigned to one class among a set wy,...,®,, of mutually
exclusive classes. Two combining operators among the
others have a particularly clear interpretation: the product
and the sum.'® Under the product combination rule the prob-
ability that an image is of class w; is considered as propor-
tional to the product of the posterlor probabilities computed
from the individual descriptors

R

xg) o [ [ Plolx). )

i=1

P(CU]|X],

The rule corresponds to the assumption that the distributions
of the descriptors are conditionally independent given the
class labels, i.e.,

P(Xl, e ,XR|0)]') =

[ P&ile)). @

The sum combination rule, instead, assumes that all the
descriptors encode the same information, with some addi-
tional noise. More precisely, it assumes that the posterior
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probabilities given a single descriptor are just a noisy version
of the true probabilities

P(a)j‘xl,...,XR)ZP(a)j|X,-)+e,-, i:],...,R, (3)
where e; is a zero-mean noise term. On the basis of these

assumptions, the sum rule states that the real posterior prob-
ability is approximated by the mean of the R posteriors

R
Z »;[x;). )

Summing up, the product rule is expected to be effective
when the descriptors encode independent information, while
the sum rule is expected to produce reliable results when the
descriptors are highly correlated.

In the case of texture classification, descriptors are not
always independent. In fact, there are several descriptors
that, in different ways, try to capture the same kind of infor-
mation. On the other hand, it is probably safe to consider
some groups of descriptors as mutually independent. For in-
stance, color and gray-level texture descriptors are supposed
to encode potentially orthogonal aspects of the images. On
the basis of these considerations, we propose a new combi-
nation rule, the “product of means” rule, that takes into
account the possibility of both independent and noninde-
pendent descriptors. To begin with, the set of descriptors
Xi,...,Xp is partitioned into K subsets Si,...Sg, where
each subset contains closely related descriptors. For each
subset, the sum rule is used to obtain a posterior probability
and then, with the product rule, the final probability estimate

K
HLI 3 Plwjlx), ©)
k

X.€S;

P(Cl)]‘Xl,

P(a)]\xl,

where Z is a term that scales the estimates to have uni-
tary sum.

In practice, we partitioned the descriptors in three subsets
on the basis of the way in which they exploit color informa-
tion: the S; subset contains descriptors extracted from the
gray-level image; the S, subset contains descriptors that
make full use of the color information; the S5 subset contains
descriptors based on color contrast. The three sets of descrip-
tors are better described in the next section. We used these
descriptors in a nearest-neighbor setup: in Sec. 3.2, we detail
how we computed the posterior probabilities for the individ-
ual descriptors. Figure 1 summarizes the proposed approach.

2.1 Visual Descriptors

The set S includes the local binary patterns (LBP) and bag
of sift (BoVW), both calculated on the gray-level image
defined as the luma of the image, as defined by the NTSC |
standard"’

L = 0.299R + 0.587G + 0.114B. (©)

We considered the 243-dimensional LBP feature vector
with a circular neighborhood of radius 2 and 16 elements,
and no-rotation invariant and uniform patterns.”> The uni-
formity measure of a pattern is the number of bitwise tran-
sitions from O to 1 or vice versa. An LBP is called uniform if
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Fig. 1 Scheme of the proposed “product of means” strategy.

its uniformity measure is at most 2. As demonstrated in
Ref. 2, for the neighborhood considered, the number of pos-
sible patterns is 243.

The BoVW descriptor consists in the aggregation of local
descriptors according to the quantization defined by a code-
book of visual words.”?’ As local descriptors, we used 128-

Bldimensional dense SIFT obtained by considering a spatial
histogram of local gradient orientations. The codebook of
1024 visual words has been built on images from external
sources.

The set S, includes the LBP and color histogram, both
calculated on several color channels that are invariant to
changes in the illumination conditions such as the “hue”
channel, O, and O, channels, m,, m,, and m3 channels and
RGB channels after the “gray-world” preprocessing.

For each single channel histogram, we considered 256
bins. Multichannel histograms have been obtained concat-
enating single channel histograms.

. The hue channel is taken from the HSV color space. It has
been demonstrated that the hue channel is invariant to high-
light, illumination intensity, illumination direction, and sur-
face orientation.”! The O, 0,05 color space is obtained by
decorrelating RGB channels:

01 =(R-G)/V2, 0,=(R+G-2B)/6,
O; = (R+G+B)/V53. 7
In particular, the chromaticity information is represented

by O; (red-green channel) and O, (yellow-blue channel),
whereas the intensity information is given by Oj.
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It has been demonstrated that the 0,0, channels have
invariant properties to highlight whereas the O; channel
has no invariant property at all.?> The color ratio model
mym,ms has been proposed by Gevers and Smeulders.”
It considers the color ratio between two neighboring pixels
x; and x, as follows:

m _ R(x1)G(xy) m _ R(x)B(x,)
' R(x)G(x)) > R(x)B(xy)
G(x;)B(x,)
"5 = Gla)Bl) ®

It has been demonstrated that this color representation is
invariant to illumination color, intensity, illumination direc-
tion, and surface orientation. We also considered the gray-
world algorithm proposed by Finlayson and Trezzi.>* This
algorithm is based on the assumption that the average
value of the R, G, and B components of a given image should
converge to a gray color given a sufficient amount of color
variations. The gray-world preprocessing should neutralize
the color of the illuminant.

The set S3 includes the LBP and color histogram, both
calculated on the local color contrast (LCC) map proposed
by Cusano et al.® The LCC map is obtained by comparing
the color at a given location with the average color in a sur-
rounding neighborhood. To make it robust against changes in
the color of the illuminant, the LCC is computed in terms of
the angular difference between the color vectors. The LCC
map has been demonstrated to be invariant with respect to

« Vol. ()
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CAMERA

TEXTURE

Fig. 2 Setup used to acquire the raw food texture database.

rotations and translations of the image plane and with respect
to several transformations in the color space.

3 Experiments

3.1 Data

The RawFooT database has been specially designed to inves-
tigate the robustness of descriptors and classification methods
with respect to variations in the lighting conditions, with a
particular focus on variations in the color of the illuminant.
The database includes 68 samples of raw food, including
various kinds of meat, fish, cereals, fruit, etc. Textures were
acquired in a dark room with a camera placed with the optical
axis perpendicular to the surface of the sample and under
46 lighting conditions that may differ in the light direction,
in the illuminant color, in its intensity, or in a combination

(1) chickpeas (2) corn 3)
e

5t MRy W
%@ :
ﬂ /\S‘yé'
,35:2»' =

(13) apple slice (14) pearl barley o i (17) quinoa

B
@7) breadcrumbs (38)pasta(stars) (39) cut spaghetti  (40) pastina

(18) buckwheat (1 9) puff

of these factors. Figure 2 shows the setup used to acquire
the dataset. The whole database includes 68 X 46 = 3128
images. Figure 3 shows an image of each sample.

The illuminants were simulated by controlling the light of
a pair of LED monitors positioned above the sample and B
tilted by 45 deg. The two monitors were colorimetrically
characterized using a spectral colorimeter, in order to render
the desired chromaticites using the device RGB coordinates.
The 46 shots for each texture sample are the following:

Intensity variations: Four shots were taken while illuminat-
ing the whole monitors with neutral light (D65) at differ-
ent levels of intensity (100%, 75%, 50%, and 25% of
the maximum achievable level).

Light direction: Nine shots were taken with the light (D65)
coming from different angles. In the first eight of these
shots only a band covering 40% of a single monitor
has been lit. The angle between the direction of the
light coming from the center of the illuminated band
and the surface of the sample were 24 deg, 30 deg,
36 deg, 42 deg, 48 deg, 54 deg, 60 deg, and 66 deg.

Daylight: Twelve shots were taken while simulating natural
daylight at 12 different color temperatures in the range
from 4000 to 9500 K with a step of 500 K (we will refer
to these as D40, D45, and D95). The whole monitors
were lit during these shots.

Indoor illumination: Six shots were taken while simulating
an artificial light with a color temperature of 2700, 3000,
4000, 5000, 5700, and 6500 K on the two whole mon-
itors. We will refer to these as L27, L.30, and L65.

Color and direction: Nine shots were taken by varying both
the color and the direction of the illuminant. The com-
binations of three colors (D65, D95, and L27) and of

= S
(8) puffed rice (9) spelt

(10) white peas (11) cous cous (12) sliced bread
‘ % x‘g\\}é |7 7
% BAY AN
SR R
cx/ ) RN
LY A r /
rice (20) basmati rice  (21) steak (22) fennel seeds (23) poppy seeds  (24) brown sugar

Y o

(49) garllc graln (50) curry (51) pink pepper  (52) kiwi (53) mango
(61) coconut flakes (62) chicory (63) pork loin (64) chicken breast (65) carrots (66) sugar

(54) pomegranate  (55) currant

(46)cand|edfru|t (47) chili pepper (48) milk chocolate

(56) pumpkin seeds (57) tea (58) red lentils (59) green adzuki  (60) linseeds

(67) salmon (68) tuna

Fig. 3 Overview of the 68 classes included in the raw food texture database. For each class, it is shown

the image taken under D65 at direction 6 = 24 deg.
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three directions (24 deg, 60 deg, and 90 deg) were
considered.

Multiple illuminants: Three shots were taken while the sam-
ple was illuminated by two illuminants with different
colors (D65, D95, or L27). Bands covering the lower
40% of both the monitors were lit, using two different
colors on the two monitors.

Primary colors: Three shots were taken under pure red,
green, and blue illuminants.

The final texture images were obtained by cropping the
central region of 800 X 800 pixels from each 3944 x 2622
original texture sample. Figure 4 shows the 46 shots taken
for two different texture samples.

3.1.1 Data split for classification

For each of the 68 classes, we considered 16 patches
obtained by dividing the original texture image, that is
of size 800 x 800 pixels, in 16 nonoverlapping squares of
size 200 x 200 pixels. For each class, we selected eight
patches for training and eight for testing alternating them

D5 (1=100%) D65 (1=75%) D5 (1=50%) D65 (1=25%)

D65 (0=90°

D65 (9=24°)

D65 (0=30° D65 (0=36°

in a chessboard pattern. We form subsets of 68 X (8 + 8) =
1088 patches by taking the training and test patches from
images taken under different lighting conditions. In this
way, we defined several subsets, grouped in nine texture
classification tasks:

1. No variations (NOVAR): Forty-six subsets. Each
subset is composed of training and test patches
taken under the same lighting condition.

2. Light intensity (INT): Twelve subsets obtained by
combining the four intensity variations. Each subset
is composed of training and test patches with different
light intensity values.

3. Light direction (DIR): Seventy-two subsets obtained
by combining the nine different light directions. Each
subset is composed of training and test patches with
different light directions.

4. Daylight temperature (DAY): One hundred and thirty-
two subsets obtained by combining all 12 daylight tem-
perature variations. Each subset is composed of training
and test patches with different light temperatures.

) D65 (9=42°) D65 (9=48°) D65 (9=54°) D65 (9=66°)

D95 (9=60°

L27 (6=60° D65 (6=90° D95 (6=90°

L27 (6=90°) D65-D95 D65-L27 Green Blue

Fig. 4 Overview of the 46 lighting conditions in the raw food texture database: the top lines represent the
“flour” class while bottom lines represent the “currant” class. The colors of the labels indicate sets of
acquisition conditions used to define the experiments: variable light intensity, variable light direction,
simulated daylight color, simulated artificial color, variable color and/or direction, multiple illuminants,
and primary colors.
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5. LED temperature (LED): Thirty subsets obtained by
combining all six LED temperature variations. Each
subset is composed of training and test patches with
different light temperatures.

6. Daylight versus LED (DvL): Seventy-two subsets
obtained by combining 12 daylight temperatures
with six LED temperatures.

7. Temperature or direction (T v D): Seventy-two
subsets obtained by combining all nine combinations
of color temperatures and light directions. Each subset
is composed of training and test patches where either
the color or the direction (or both) change.

8. Temperature and direction (T A D): Thirty-six sub-
sets obtained by combining all nine combinations of
color temperatures and light directions. Each subset
is composed of training and test patches where both
the color and the direction change.

9. Multiple illuminant (MULT): Six subsets obtained
by combining the three acquisitions with multiple
illuminants.

In the experiments, for each of the nine tasks, we com-
puted the average classification rate over the subsets. Note
that some tasks (notably T Vv D and T A D) are expected
to be more challenging than the others because they include,
on average, larger differences in the illumination conditions.

3.2 Experimental Setup

In all the experiments, we used the nearest neighbor classi-
fication strategy: given a patch in the test set, its distance with
respect to all the training patches is computed. The predic-
tion of the classifier is the class of the closest element in the
training set. All the experiments have been conducted under
the “maximum ignorance” assumption, i.e., no information
about the lighting conditions of the test patches is available
for the classification method and for the descriptors.
Performance is reported as classification rate (i.e., the
ratio between the number of correctly classified images
and the number of test images). Note that more complex
classification schemes (e.g., SVMs) would have been viable.
We decided to adopt the simplest one, that is the nearest
neighbor classifier, in order to focus the evaluation on the
descriptors themselves and not on the classifier; therefore,
the most of the computational time is on feature extraction.

Given a new image represented by the multiple descrip-
tors Xi,...,Xp, its assignement to one of the classes
@1,...,w, is done according to the combining rules
described in Sec. 2. These rules require that the posterior
probabilities for each descriptor are available. Inspired by
Kittler et al.,'® we defined them on the basis of the distances
between the descriptors

_exp[-d;(x )’IP(@;)
Plef) = S e T

where P(w;) is the a-priori probability that the image is of
class w; [P(w;) = 1/m in our experiments]. The normalized
distance d;(x;) between the descriptor x; and the class w; is
computed from a training set 7 ; of training examples of
descriptors (of the same type of x;) computed on images

of class w ;

®
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—x!
(Xi) — min ||Xl Xz Hl , (10)

!
X €T ; O;

d.

J

where o; is the standard deviation of the distances between
pairs of descriptors, estimated on the whole training set
T, = Uj T;;. We chose to adopt the L; distance after
some preliminary tests where we compared it against a
few other common distance measures.

3.3 Results

Table 1 reports the average performance we obtained in
the nine classification tasks considered. Together with all the
results of the individual descriptors, the table reports the
performance of several combining strategies including
the proposed product of means. The competing combining
strategies are: the simple concatenation of the descriptors
that, in practice, represents an early fusion of the image
descriptors; the sum, product, minimum, maximum, and
median combination rules described by Kittler et al.;'°
two voting schemes: the majority vote rule (where each
descriptor votes for a class and the most voted is chosen)
and the Borda count rule (where each descriptor determines
a ranking among the classes, and the class with the best
average rank is chosen).

In the “NOVAR?” task, the introduction of combining
clearly boosts the performance of the individual descriptors,
almost reaching 100% of classification accuracy. The
improvement of combining is even more significant in the
more challenging classification tasks that include variation
in the illumination. Even the simple varation in the intensity
of illumination (INT) causes a noticeable drop in the classi-
fication performance for almost all the descriptors, including
those that are supposed to be invariant (such as LBP). This
result can be explained by taking into account the fact that
the relative amount of acquisition noise depends on the illu-
mination conditions.

Our proposed product of means combination rule clearly
outperforms the other combination strategies considered. In
fact, it obtained the highest classification accuracy in five of
the nine classification tasks. Moreover, in three of the other
four tasks it obtained performance very close to that of the
best method (less than 1% of difference). The only task in
which our combining rule is clearly suboptimal is the clas-
sification under variable artificial lights (LED). This task is
the one characterized by the largest variation in the color of
the illuminant. In this case, color-based descriptors are very
low performing; therefore, it is not surprising that any com-
bining considering them are not so well performing. In this
case, the gray-level descriptor (BoVW) obtained the best
result (88.87%). However, even in this task our combination
strategy (reaching 84.11% of accuracy) outperformed
by a large margin, all the other combinations considered
(ranging from 23.90% of a simple concatenation to 74.41%
of Borda count), by showing that our proposal is able to
mitigate the influence of low performing features in the
overall combination.

3.4 CNN-Based Methods

Following the trend in image recognition, features extracted
from CNNs can be adopted for texture classification as
well. CNNs allow for leveraging very large datasets of labeled

« Vol. ()



Cusano, Napoletano, and Schettini: Combining multiple features for color texture classification

Table 1 Classification rates (%) of combining methods, applied to a selection of color descriptors. Methods have been evaluated by introducing
different kinds of variations in the illumination conditions (NOVAR: no variations; INT: varying intensity; DIR: varying light direction; DAY daylight,
varying the color temperature; LED: artificial light, varying the color temperature; DvL: daylight versus artificial LED lights; T v D: varying color

temperature or light direction; T A D: varying color temperature and light direction; and MULT: with multiple illuminants).

Method NOVAR INT DIR DAY LED DvL TvD TAD MULT
Single descriptors

LBP angle 59.71 38.07 35.68 41.20 21.26 28.56 15.29 10.04 42.34
Hist angle 74.48 23.21 26.79 51.39 24.37 35.25 9.72 6.88 42.06
Hist L 78.32 6.83 20.97 49.94 27.18 38.05 10.45 7.98 47.33
LBP L 80.37 51.15 47.09 77.76 70.77 73.15 29.54 18.66 76.99
Hist 0,0, 92.21 18.21 45.38 24.42 2411 22.49 11.83 9.21 28.31

LBP 0,0, 85.00 59.34 56.75 56.16 33.15 39.17 21.09 14.97 46.51

Histogram H 85.65 48.15 50.48 31.74 26.31 24.85 15.71 9.95 34.16
LBP H 66.96 40.44 37.65 34.44 28.14 28.37 15.29 10.26 39.58
GrayWorld Hist RGB 98.81 47.87 36.08 51.90 22.42 35.12 13.41 8.36 27.24
GrayWorld LBP RGB 93.63 80.91 61.94 77.88 47.09 58.19 27.10 17.11 72.40
LBP mymym; 90.72 61.29 51.50 53.82 23.87 34.86 17.97 9.38 48.84
BoVW 89.73 87.38 67.38 90.02 88.87 89.53 51.59 39.34 88.60
Combinations

Concatenation 90.87 61.40 51.52 53.86 23.90 34.89 17.99 9.40 48.84
Sum 99.97 75.35 77.67 63.01 58.50 53.48 33.31 21.77 78.52

Product 99.99 73.09 82.41 66.17 59.20 55.41 34.81 24.09 78.40
Minimum 95.66 49.74 71.27 49.43 41.26 38.89 23.20 15.10 60.60
Maximum 97.76 56.97 63.34 49.05 45.61 42.02 26.43 17.93 65.59

Median 98.41 82.32 76.92 80.85 60.82 64.58 35.08 25.09 78.22

Majority 99.45 87.84 76.77 90.91 74.28 78.45 42.18 28.37 88.88
Borda count 99.71 89.17 80.57 92.04 74.41 78.63 4472 31.51 91.64
Prod. of means 99.89 93.70 85.77 91.55 84.11 83.11 51.69 38.56 92.52

images, by learning intermediate image representations that
can be used for various image classification problems. To
do so, the most common way consists in taking a CNN trained
for object recognition and using the activation values of its
last hidden layer as an image descriptor.”® In our experiments,
we considered the descriptors computed by two widely
Bllused CNNs: the AlexNet’” and the VGG very deep at 16
layers?® that both produce features of 4096 components.
An alternative approach consists of selecting the last convolu-
tional layer (instead of the last fully connected layer) and in
using its activations as local descriptors. These are then pooled
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with a Fisher vector encoding. We included this approach in
our experiment in its most performing setup, as identified by
Cimpoi et al.:'* medium sized VGG net (VGG-M) producing
512-dimensional local descriptors that are pooled with a code-
book of 64 elements, yielding a final very large descriptor of
4096 x 64 X 2 = 65,536 components. Table 2 shows how, in
most tasks, the use of CNN-based features allows obtaining
better results than those obtained by any individual “hand-
crafted” descriptor or by any of their combinations. With
the Fisher vector encoding we obtained worse results than
with the direct use of CNNs, probably because the rather
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Table 2 Classification rates (%) of methods based on CNNs. They have been evaluated by introducing different kinds of variations in the illumi-
nation conditions (NOVAR: no variations; INT: varying intensity; DIR: varying light direction; DAY: daylight, varying the color temperature; LED:
artificial light, varying the color temperature; DvL: daylight versus artificial LED lights; T v D: varying color temperature or light direction; T A D:
varying color temperature and light direction; and MULT: with multiple illuminants).

Method NOVAR INT DIR DAY LED DvL TvD TAD MULT
CNN-based

BVLC AlexNet 94.88 85.00 80.25 95.79 88.56 89.64 48.08 39.37 90.44
VGG VeryDeep 16 98.21 94.10 91.23 97.41 93.69 93.67 70.81 63.64 96.60
VGG M + FV 92.67 54.67 71.76 78.87 65.56 68.88 38.49 28.77 84.74
Combinations

Concatenation 99.53 96.00 86.21 96.42 91.76 92.47 60.15 46.21 95.53
Sum 99.96 95.42 92.98 95.84 91.33 90.22 65.23 55.16 97.52
Product 99.99 89.26 91.55 85.80 82.35 78.49 55.63 43.69 93.05
Minimum 97.86 60.03 80.07 58.93 53.93 49.43 32.91 23.22 72.79
Maximum 99.30 90.43 89.40 91.76 85.53 84.47 60.18 51.89 95.99
Median 99.51 89.71 84.28 90.26 73.24 76.02 46.14 34.83 88.24
Majority 99.72 92.91 83.38 95.81 86.80 88.80 53.27 39.60 94.03
Borda count 99.79 93.40 85.00 96.33 87.93 89.72 54.79 41.23 94.85
Prod. of means 99.90 97.67 94.04 98.74 96.51 96.20 73.92 65.22 98.71

large descriptors it produces require a more sophisticated
classification strategy than nearest neighbor (e.g., SVMs, as
done by Cimpoi et al.'?). Our proposed strategy can be easily
extended to include CNN features as well. In fact, it is enough
to introduce CNN features as a new set (S;) to be used in
Eq. (5). Our modified solution obtained the best results on
all the nine tasks often with quite a large improvement with
respect to the use of single CNN features.

The inclusion of CNN features in our combination frame-
work makes it is possible to achieve very high classification
rates for all the classification tasks except those correspond-
ing to multiple sources of variabilities (i.e., color and direc-
tion of light). This fact proves that even CNN features cannot
completely model textures when the training and the test
acquisition conditions are very different, as in the case of
the TV D and T A D classification tasks.

4 Summary

We presented a strategy for color texture classification that
makes use of an ensemble of heterogeneous image descrip-
tors and that combine them with a novel combination rule.
By exploiting, in a suitable way, the correlation among the
descriptors, our strategy allows obtaining a high classifica-
tion rate even in the presence of large variations of the illu-
mination conditions.

We assessed our strategy on the RawFooT dataset and
we found that, in most cases, it outperforms several other
combination strategies from the state of the art. Moreover,
it also outperforms all the single descriptors included in the
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experimentation with the only exception being the BoVW
descriptor in two of the nine classification tasks considered.

In another experiment, we evaluated the performance of
image descriptors extracted with CNNs. The inclusion of
CNN descriptors in our combination strategy allowed
obtaining the best results, by quite a large margin, on all
the classification tasks.
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