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The annotation of image and video data of large datasets is a fundamental task in multimedia information
retrieval and computer vision applications. The aim of annotation tools is to relieve the user from the bur-
den of the manual annotation as much as possible. To achieve this ideal goal, many different functional-
ities are required in order to make the annotations process as automatic as possible. Motivated by the
limitations of existing tools, we have developed the iVAT: an interactive Video Annotation Tool. It sup-
ports manual, semi-automatic and automatic annotations through the interaction of the user with vari-
ous detection algorithms. To the best of our knowledge, it is the first tool that integrates several computer
vision algorithms working in an interactive and incremental learning framework. This makes the tool flex-
ible and suitable to be used in different application domains. A quantitative and qualitative evaluation of
the proposed tool on a challenging case study domain is presented and discussed. Results demonstrate
that the use of the semi-automatic, as well as the automatic, modality drastically reduces the human
effort while preserving the quality of the annotations.

� 2014 Elsevier Inc. All rights reserved.
1. Introduction

In recent years several video annotation tools have been devel-
oped with a twofold aim of reducing the human effort necessary to
generate ground truth of large scale visual datasets and improving
the annotations quality. Most of the tools proposed in the literature
include computer vision and machine learning methods that sup-
port humans to annotate more efficiently [1–8], while some pro-
mote the use of crowd-sourcing based platform to improve the
quality of the annotations [9–11].

The different tools can be characterized depending on the func-
tionalities they support. All the annotation tools allow the user to
locate in a frame an object of interest by drawing a boundary
around it. The most basic, and easily drawn, boundary shape is a
rectangle but different tools support other shapes as well such as
ellipses and polygons. The most advanced tools also allow the
drawing of the boundaries with the aid of semi automatic algo-
rithms such in the case of [4,10]. Although these boundaries should
be, theoretically, drawn on every frame in the video sequence, it is
often useful, in order to reduce the human efforts, to annotate only
few frames (i.e. key frames) and then propagate the annotation by
meaning of dedicated algorithms. Almost all the tools considered
here incorporate a form of basic annotation propagation exploiting
the visual coherence of neighbor frames. The most efficient (in
terms of computation time) propagation strategy is based on a
simple linear interpolation of the boundaries of an object between
a starting position and ending one. More advanced strategies
exploit tracking algorithms to explicitly locate instances of the
same object across different frames (e.g. [4,5]). Tools that support
the annotator with algorithms that accomplish these elementary
computer vision tasks have demonstrated to be quite effective in
terms of the number of user interactions, user experience, usabil-
ity, accuracy and annotation time [9]. Since speed-up and simplify
the annotation process is of paramount importance in these tools,
they often include mechanisms to easily browse the video frames,
shots, and make available different modes with which users can
interact with the tool (i.g. a graphical user interface, short-cuts,
mouse actions, etc.).

Notwithstanding these basic functionalities, the final objective
of the annotation tools is to relieve the user from the burden of
the manual annotation as much as possible. To achieve this ideal
goal, computer vision methods are often included in existing tools
to support automatic or semi-automatic video annotation. The
most recent trend is the integration of algorithms that accomplish
more complex computer vision tasks, such as supervised object
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detection, template matching, action recognition, event detection,
and advanced object tracking [1,2,4,12]. In particular, the use of
supervised object detection algorithms allows the automatic anno-
tation the different objects of interest. However, one of the main
drawbacks of these algorithms is that they are often domain
specific, and must be heavily trained to have a robust detection.
Template matching algorithms on the other hand, can be readily
used to detect specific instances of the objects but may lack the
robustness necessary to detect objects that often change their
appearance. For all these reasons, a more efficient approach could
be the integration of different annotation modalities to give the
user a flexible tool able to work efficiently well across different
application domains. At the same time the tools incorporating
object detection algorithms, should provide a mechanism for
expanding their knowledge of the domain (such as incremental
learning algorithms), in order to iteratively increase their efficacy.

Table 1 summarizes and compares recent video annotation
tools found in the literature. We have identified some properties
that we consider very important in a video annotation tool. The
properties refer to the tool’s design, user interactions, and basic
and advanced annotation functionalities. These properties are:

– Platform: the tool is a Web-based or Desktop application?
– Programming language: what programming languages have

been used in the development of the tool?
– Cross-platform: can the tool be used on different platforms?
– Object’s boundary shape: what kind of shapes can have a

boundary?
– List of objects: the tool allows the annotation of a given list of

objects?
– Object’s attributes: other information are associated to an

object’s identity?
– Time-line of objects: does the tool support time-line

visualization?
– Temporal reference: are the annotations temporally referenced

in the visualization?
– Frames navigation: does the tool supports a navigation within

frames?
Table 1
Existing video annotation tools comparison. With the bullet we indicate that the given tool o
minus we indicate that information on that functionality is not provided. The half filled c

VATIC [9] ViPER-GT [1] FLOWBOOST
[2]

LabeLM
[3]

Platform Web based Desktop � Web ba
Programming language Html/JS/

Python
Java � �

Cross-platform � � � �
Object’s boundary shape Rect Rect/Ellip/

Poly
Rect Poly

List of objects � � � �
Object’s attributes � � � �
Time-line of objects � � � �
Temporal reference � � � �
Frames navigation � � � �
Shots navigation � � � �
Range-based operations � � � �
Key Frames � � � �
Template matching � � � �
Annotation propagation Lin. Interp. Lin. Interp. Time based reg. Homog
Supervised object

detection
� � � �

Incremental learning � � � �
Cooperative annotation � � � �
Cross-domain � � � �
Evaluation tool � � � �
– Shots navigation: does the tool supports the extraction and nav-
igation of video shots?

– Range-based operations: does the tool support annotation oper-
ations on a range of frames/objects?

– Key Frames: the tool supports the annotation of key frames?
– Template matching: does the tool support semi-automatic

annotation through the use of template matching algorithms?
– Annotation propagation: what kind of annotation propagation

mechanism is included in the tool?
– Supervised object detection: does the tool support automatic

annotation through supervised object detection algorithms?
– Incremental learning: does the tool support an incremental

learning mechanism?
– Cooperative annotation: is cooperative/crowd sourcing annota-

tion supported?
– Cross domain: can the tool be extended to work on different

domains?
– Evaluation tool: does the tool includes an evaluation module to

assess annotation quality?

As it can be seen, each tool possesses a set of important func-
tionalities and properties but lacks others also important for the
annotation task. For this reason, we developed iVAT, an interactive
annotation tool that supports the user during the annotation of
videos, and that integrates different computer vision modules for
object detection and tracking. Among its main features there is
the support of three different annotation modalities: manual,
semi-automatic and automatic. It also integrates an incremental
learning mechanism. To the best of our knowledge, it is the first
tool that integrates several computer vision algorithms working
in an interactive and incremental learning framework. This makes
the tool flexible and suitable to be used in different application
domains.

Previous versions of this tool have been presented in [7,13].
With respect to previous works the main contributions of this
paper are:

– an in-depth state of the art analysis is presented and discussed;
wns the specific functionality, with the circle we indicate the opposite, while with the
ircle stands for not completely integrated functionalities (see Section 4.3).
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Fig. 1. The iVAT overview.
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– object’s boundary shape now includes polygon and ellipse;
– several supervised object detectors have been trained through

the incremental learning paradigm;
– a quantitative evaluation module is now included to assess the

annotation quality and the human effort;
– qualitative and quantitative evaluations and comparisons in a

particularly challenging domain are presented and discussed;
– highlights on how iVAT enables the creation of large scale anno-

tated datasets.

We organized the paper as follows. First, in Section 2, we
describe the rationale behind the development of the iVAT tool,
the modules that compose it, and the different annotation modal-
ities and their interactions. In Section 3, we present the use of the
tool in a particularly challenging domain: the annotation of cook-
ing videos. A quantitative (i.e. accuracy of the annotation) and
qualitative (i.e. user’s usability satisfaction) evaluations of the tool
are presented in Section 4. Finally, Section 5 concludes the paper.
2. iVAT overview

The scheme of the iVAT annotation tool is presented in Fig. 1. It
has been developed using C/C++, Qt libraries [14] for the GUI and
Open Computer Vision libraries [15] for computer vision algo-
rithms, and is available on-line on the project web page.2 Qt
libraries have been chosen to make the tool platform independent
and available also as a mobile application.

iVAT handles a video annotation session as a project. A video
analysis module divides the input video into shots either by auto-
matically detecting them from an Edit Decision List file (EDL) pro-
vided as input, or through a shot detection algorithm (e.g. [16] or
2 www.ivl.disco.unimib.it/research/ivat/.
[17]). Each annotation session must be associated to one or more
list of items (i.e. objects of interest) to be annotated that are pro-
vided as text files during the project creation procedure. Since
items can be of different nature, to facilitate the annotation pro-
cess, the tool allows to group items into categories. Moreover,
the tool allows to handle:

- elementary item: an item whose identity is a unique name and
recognizable independently of other items (e.g. ‘‘Pedestrian’’, ‘‘Afri-
can Elephant’’, ‘‘Chair’’, etc.);
– complex item: an item whose name and identity depend on the

relation between two or more elementary items (e.g. if in a frame
has been annotated a horse and above the horse has been anno-
tated a person this may hint to a ‘‘horse-jockey’’ or ‘‘riding’’
annotations).

As it can be seen in Fig. 1, the tool supports different annotation
modalities: manual, semi-automatic and automatic. The user can
perform a fully manual annotation by providing, frame by frame,
the annotations of the items of interest. To minimize user’s inter-
action, the tool provides a semi-automatic annotation modality.
With this modality, an initial annotation of the desired item is
required at a given frame. Automatic algorithms will then provide
the remaining annotations. Currently the tool includes a linear
interpolation and a template matching algorithm. Finally, a fully
automatic annotation can be obtained by activating annotation
algorithms that provide, frame by frame, the annotations of
selected items. Semi-automatic annotation can be virtually applied
to any elementary item independently of the application domain.
On the contrary, fully automatic annotation with supervised object
detectors can be used to annotate only those elementary items for
which a learned model have been created in advance and are
domain dependent. Currently, iVAT supports a set of different
supervised object detector algorithms that can be used at choice

http://www.ivl.disco.unimib.it/research/ivat/
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by the user. The labeled examples needed to train the object detec-
tors can be obtained from previous annotations. This allows the
tool to exploit an incremental learning strategy: object instances
can be added to the object database in order to either increase
the robustness of existing object detectors or train new detectors.
It is very important to point out that the object detectors perform
real-time annotations. This makes supervised algorithms very
compatible with the interactive paradigm of this tool.

A previous version of the tool incorporated a supervised action
recognition module [13]. Results obtained on several simple
actions were very encouraging. However, we decided to exclude
this module from the current version, because of the high compu-
tational cost required for both the training and the prediction
phases, that makes, clearly, this module incompatible with the
interactive paradigm of the tool.

The resulting annotations of the elementary items (that we call
intermediate annotations) can be either retained as is or post-pre-
cessed to automatically derive annotations for the complex items.
This phase may be achieved by submitting all the annotations to
an inference engine (e.g. a word predictor [18]) that augment the
intermediate annotations with new ones. Inference rules specifi-
cally designed for the given application domain are required and
should be provided in advance.
2.1. User Interface

The whole annotation process can be achieved through a simple
graphical user interface (GUI) shown in Fig. 2. The upper part con-
tains video related information: list of shots (at the left side), list of
items (at the right side), and a video browser (at the center) which
allows the user to browse the shots and seek through their frames.
The currently annotated items are shown in the displayed video
frame.
Fig. 2. The iV
The list of shots allows to jump at a specific time in the video
sequence by simply clicking on the shot’s description. The list of
items is organized in a three-level hierarchy. At the top level, the
items are divided into annotated and available (list) sets. The avail-
able set contains all the items that can be annotated for the specific
domain (i.e. the ones contained in the item’s list associated to the
current project), while the annotated one contains all the already
annotated items within the whole video sequence. Each set is fur-
ther divided into item’s categories, and finally, each category con-
tains all the items belonging to it. The hierarchy structure speeds
up the selection of the item of interest while clearly separating
the different items from each other.

An annotated item is enclosed by a colored (dashed or solid)
boundary drawn on the current frame shown in the central panel
of the GUI. Although three different kinds of boundaries can be
drawn (rectangular, circular/ellipsoid, and polygonal) to best fit
the item’s true boundary as shown in Fig. 2, the most widely sup-
ported boundary shape, is the rectangle (namely a bounding box,
bbox). However, we plan to further expand out tool by also includ-
ing semi-automatic boundary extraction algorithms such as [19].
The different colors represent the different item’s categories. Solid
boundaries stand for annotations that have been manually
obtained, while dashed boundaries stand for annotations obtained
by semi- or automatic algorithms.

While the video sequence can be browsed frame by frame, a
video player is also embedded into iVAT (commands are positioned
at the bottom of the video frame) which allows to display the
frames sequentially with the annotations superimposed to them.
This is especially helpful when dealing with moving objects in
order to check if they have been annotated correctly following
the video dynamics.

The lower half of the window is dedicated to the annotation
time-lines. Every time a new item is annotated, a new time-line
AT GUI.
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is added. Each time-line allows the user to visually keep track of
where the corresponding item has been annotated. Each time-line
is divided into cells of the color of the item’s category. Each cell in
the time-line corresponds to a frame position and it shows if the
item is present in that frame (i.e. visible), if the annotation has
been obtained manually by an algorithm, and if the annotation
cannot be changed. Fig. 3a illustrates an example of time-line. A
filled cell (green this case) indicates the presence of the item in
the corresponding frame, while an empty cell (gray) corresponds
to its absence. A marker superimposed on a cell (dark green in
the example) means that the annotation can only be modified by
the user (see next section for more details).

The vertical red bar is synchronized with the video browser, and
can be used to easily navigate to a specific position within the
video frames. By selecting a time-line, the bounding box corre-
sponding to the item is highlighted and vice versa. This allows to
easily locate an item if the annotations on the frame became clut-
tered. Another way to deal with a densely annotated frame, is to
temporarily hide unwanted annotations. To facilitate the annota-
tion process, the user can interact with the tool in different ways:
using click-able buttons, drag & drop operations, context menus and
keyboard short-cuts.

In order to illustrate all the functionalities of the proposed tool,
a video demonstration is provided at the iVAT project’s web page
[20].

2.2. Annotation modalities

Since the annotation of an item can be either manually or auto-
matically obtained, to handle the interactions of the annotations
provided by the user with ones provided by the algorithms, we
have introduced the concept of locked (and unlocked) annotations.
This concept is related to a specific item at frame f. If the annota-
tion at frame f has been provided or modified by the user, then
the state of the annotation, independently of the presence at frame
f of the item, is locked. On the contrary if the annotation at frame f
has been provided or modified by an algorithm, then the state of
the annotation, independently of the presence at time f of the item,
is unlocked. As a safeguard, algorithms can changes annotations
only if they are not locked. Only the user can modify the state of
Fig. 3. An excerpt of an item’s annotation time-line (a). Finite state
an annotations changing it from locked to unlocked and vice versa.
Fig. 3b shows the finite state machine that describes all the possi-
ble interactions between manual and automatic change of annota-
tions. The appearance of the states visually reflect the states of the
cells in the time-lines.

2.2.1. Manual annotations
A manual annotation of an item is achieved by firstly choosing it

from the list on the right side of the GUI, and later by dragging and
dropping it on the video frame. Once the item is dropped on the
image the user can draw a boundary around the object. Manually
annotated items are identified by boundaries with a solid outline.
The size and position of the boundary can be changed at any time
as well as deleting it. The color of the boundary depends on the
item’s category. By design all the manual annotations are locked.

2.2.2. Semi-automatic annotations
Once the user annotates a new item on the video frame, by

default a linear object tracking takes place. The position of the items
is propagated on subsequent frame. If another annotation of the
same item is present in a later frame, a linear interpolation algo-
rithm is used to propagate the item positions. If the linear object
tracking is disabled, the user can activate an instance based object
detector algorithm that, by using the first annotation as an example,
try to automatically detect the position of the same item in the sub-
sequent frames. The detection is done by a spatially-constrained
template matching using a normalized correlation coefficient as
the similarity measure between the template and candidate items.
With the exception of the first, manual, one, all the subsequent
annotations obtained in this modality are shown with dashed
boundaries. These annotations are also not locked. Linear interpola-
tion currently supports only rectangular boundaries.

2.2.3. Automatic annotations
Automatic annotations can be obtained by different supervised

algorithms embedded in the tool. The automatic annotation can be
activated by selecting an item from the list on the right side of the
GUI and then by selecting the preferred algorithm in the context
menu. This class of algorithms needs a learned template to work,
therefore the tool allows users to crop object templates to be used
machine describing the interactive annotation of an item (b).



Fig. 4. Disposition of the digital cameras with respect to the kitchen worktop.
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later for training the supervised object detector. Different super-
vised object detection algorithms are currently implemented
employing a cascade of boosted classifiers working with Haar-like
features [21,22], Histograms of Oriented Gradients (HOG) features
[23], and Local Binary Patterns (LBP) features [24]. In this modality
the annotations are shown with dashed bounding boxes since only
rectangular boundaries are supported, and these annotations are
not locked.
3. A case study domain: cooking video

As a case study, we show the usage of iVAT in the context of the
cooking video domain. By developing applications that support
users in managing their food consumptions, will help them to pre-
vent nutrition-related health problems. For example, in order to
create a cooking assistant application to guide the users in the
preparation of the dishes relevant to their profile diets, food pref-
erences and intolerances, it is necessary to accurately annotate
the video recipes, identifying and tracking the foods being pro-
cessed by the cook, and the relevant actions performed. Our tool
have been used within the Feed For Good project3 which aims at
promoting a better nutrition awareness. The role of iVAT was to pro-
vide video recipes annotations exploiting computer-vision tech-
niques in recognizing ingredients, and kitchen wares.

The recipes videos have been acquired by the Feed For Good
team in a professional kitchen with stainless steel worktop. The
videos have been recorded by professional operators using three
cameras: one central camera which recorded the whole scene with
wide shots, and two side cameras for mid shots, medium close ups,
close ups, and cut-ins. A schematic representation of the acquisi-
tion setup is drawn in Fig. 4.

With respect to other domains, the cooking domain presents
particular difficulties. For instance, during the recipe preparation,
foods may heavily change their visual appearance and be occluded
by cook’s hands or kitchenware tools. An example showing a typ-
ical case where a cucumber is being chopped is reported in Fig. 6.
Not only the cucumber undergoes an appearance change but also
the scale in which it is recorded changes as well. This makes the
design and selection of computer vision algorithms for the cooking
domain particularly challenging [25–27]. In this domain, automatic
algorithms are expected to fail or give wrong results in some cases.
3 http://www.eservices4life.org/projects?view=project&task=show&id=9.
However, the integrated functionalities of iVAT can help the user to
overcome them by providing tools to correct these errors.

The video recipes are HD quality videos with a vertical resolu-
tion of 720 pixels (1280 � 720) at 25 frames per second and com-
pressed in MPEG4. The videos were acquired with the aim of being
esthetically pleasing and useful for the final user. The shooted vid-
eos were video edited to obtain the final videos. The edited videos
are a sequence of shots suitably chosen from those captured by the
three cameras in order to clearly illustrate the steps in the recipe.
Fig. 5 shows a visual summary of the ‘‘Tegame di Verdure’’ recipe
(the summary has been extracted using the algorithm in [17]).
4. Tool evaluation

To assess the effectiveness of the iVAT tool, we performed three
analysis (both qualitative and quantitative). The first analysis is
quantitative and aims to compare the human effort needed to anno-
tate items contained in the videos by using all the three modalities
available in the iVAT tool: manual, semi-automatic, and automatic.
The second analysis, that is both qualitative and quantitative, com-
pares the usability of the iVAT and the ViPER-GT [1] tools on a
number of video annotation sessions performed by different users.
The third analysis highlights how the iVAT tool enables the anno-
tation of large scale datasets.
4.1. Quantitative evaluation

For the quantitative evaluation of the iVAT we considered a sub-
set of videos extracted from the cooking domain described in the
previous section. It has been done using an evaluation tool that
is part of the iVAT and is illustrated in Fig. 7. The tool takes as
inputs the user and the ground truth annotations. Once the anno-
tations have been parsed, the tool computes statistics about anno-
tation quality [28] and about user interaction. More in detail, we
used 18 video recipes. Each recipe is about 10 min long and thus
contains about 15,000 frames. The total number of frames to be
annotated is about 270,000. The subset of videos has been chosen
by considering just those videos that includes a suitable number of
items in common. In fact, to use the automatic modality we needed
to train a detector for each item considered and thus we needed
object samples. For this reason, the set of videos containing a given
object have been split in two equal parts. One part has been used to
learn the corresponding object detector and the remaining for the
tool evaluation. The object detectors used are the cascade classifi-
ers on LBP features, since they give better results for a wider range
of items of the domain considered.

For each video recipe a reference annotation has been obtained
through the full manual (M) modality. The same videos has been
annotated through the semi-automatic (SA) and automatic (A)
modality. The quantitative analysis is done by comparing the num-
ber of user interventions needed in SA and A modality to obtain
annotations that are identical to those obtained in full M modality.

Fig. 8a represents a possible item time-line generated in full M
modality. Full M annotation mode requires the user to annotate the
item on each frame in which the item is present for a total of 35
interventions out of 49 total frames, which corresponds to a 0.71
ratio. A possible time-line of an item annotated in SA mode is
reported in Fig. 8b. In SA mode a total of 7 user interventions (cor-
responding to a 0.14 ratio) are needed in order to obtain an anno-
tation equivalent to that obtained in M mode: the first five are
aimed to lock as existing the item in frames 1, 9, 16, and 20; the
last two are respectively aimed to lock as not existing the item in
the frames from 26 to 35 and from 46 to 49. A possible time-line
of an item annotated in full A mode is reported in Fig. 8c. In A mode
a total of 4 user interventions (corresponding to a 0.08 ratio) are

http://www.eservices4life.org/projects?view=project&amp;task=show&amp;id=9


Fig. 5. Visual summary of the video sequence ‘‘Tegame di Verdure’’.

Fig. 6. How food changes appearance during cooking. In this sequence a cucumber is being finely chopped.
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Fig. 7. Graphical representation of the evaluation tool.
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needed in order to obtain an annotation equivalent to that
obtained in M mode. The first three are aimed to set the item in
frames 1, 16, and 20 as existing, while the fourth one to set the
item in the frames from 26 to 35 as not existing.

For the A annotation mode, the experiments have been done
using cascade classifiers on LBP features. Two important parame-
ters have to be set for the cascade classifier: the former is the scale
factor sf , which specifies how much the image size is reduced at
each image scale; the latter is the number of neighbors nn each can-
didate rectangle should have to retain it. The best choice for the
parameters makes the A annotations more reliable and thus less
probable the human intervention to correct them. For this reason,
for each parameter a grid search has been done to determine the
best parameters combination: ten different values have been con-
sidered for the scale factor in the range ½1:05;1:50� with 0:05 steps,
and ten for the minimum neighbors number, i.e. nn ¼ ½1; . . . ;10�.

Classification performance are evaluated in terms of F1 score
[29]. Averaging the F1 score over the different items and videos
considered for each parameter combination, produces the surface
drawn in Fig. 9a (this approach is similar to [30]). It is possible to
notice that combinations with both higher sf and nn tend to give
less accurate detections, resulting in a lower F1 score. The combi-
nation ½sf ;nn� ¼ ½1:05;4� results on average the best combination.
Furthermore the slope of the surface with respect to sf is lower
than that with respect to nn, indicating a lower dependence of
the detector performance from the choice of sf than from the
choice of nn. In order to have an idea of what is the worst-case per-
formance for each parameter combination, the surface obtained
plotting the lowest F1 across the items considered is drawn in
Fig. 9b. Again, the best performances are obtained for combinations
with both higher sf and nn. As additional information in Fig. 9c the
surface of the ratio standard deviations is reported.

In Fig. 10 the ratio of human interventions in SA mode is com-
pared to that in full A mode. The results are individually reported
for a subset of annotated items. For the full A mode two different
bars are reported: the former using the global best parameter com-
bination (i.e. ½sf ;nn� ¼ ½1:05;4�), the latter using the best parameter
combination for each item, i.e. the combination giving the highest
Fig. 8. Time-lines of an annotated item in manual mode (a
F1 score for each item. The corresponding numerical values are
reported in Table 2, where the ratio of human interventions in full
manual mode are also reported.

Analyzing Table 2 we can see that both the SA and the A
annotation modes are able to decrease the average ratio of human
interventions of at least one order of magnitude with respect to the
full M annotation mode. The A mode with the best choice of
parameters for each item improves the ratio by 2.67% on average
with respect to the global best parameter choice on the items
reported. On average the SA annotation mode requires 4.80% less
human interventions with respect to A mode with global best
parameters, while 2.12% with respect to automatic mode with best
parameters for each item. A more detailed analysis reveals that
there are items on which the difference between A and SA modes
is low, and there are also cases in which the A mode remode
requires less interventions than the SA one. Since the SA annota-
tion mode employs a linear interpolation algorithm to propagate
the item positions across the frames, it results particularly conve-
nient when the item moves along a piece-wise linear path (see for
example the green track in Fig. 11). For items with more complex
motion, the full A annotation mode results more convenient (see
for example the red track in Fig. 11). This means that the use of
both the SA and A modality makes the tool flexible and suitable
to be used in different application domain.

4.2. System usability: comparison with the ViPER-GT tool

Fourteen users tested both our tool and the ViPER-GT tool anno-
tating 10 different video sequences, each about 1 min long. After
having trained the users in the use of both tools, we asked them
to process a set of video sequences by annotating items from a
given list. Each user annotated half of the video sequences using
the iVAT tool and the other half using the ViPER-GT tool, so that
a video sequence is annotated by the same user exactly once. We
ensured that each video sequence is equally annotated by both
tools. We recorded each annotation session using both a screen-
capture software and a keyboard/mouse capture software. The
recorded videos are used to analyze the user’s behavior during
the annotation process, while the keyboard and mouse actions
are used to evaluate the interactions. Before starting the annota-
tion session, the tool’s window is maximized to full screen. After
the annotation sessions, we administered to the users a question-
naire in two parts in order to collect their impression about the
usability of each tool and its functionalities. The first part was
inspired by the System usability Scale (SUS) questionnaire devel-
oped by John Brooke at DEC (Digital Equipment Corporation)
[31]. It is composed of statements related to different aspects of
the experience, and the subjects were asked to express their agree-
ment or disagreement with a score taken from a Likert scale of five
numerical values: 1 expressing strong disagreement with the
), semi-automatic mode (b), and automatic mode (c).



Fig. 9. F1 scores in full automatic mode: average (a), minimum (b), and standard deviation values (c) over the different items and videos considered for each ðsf ;nnÞ
parameter combination.

Fig. 10. Ratios of user interventions in semi-automatic and full automatic annotation modes with respect to the number of frames. The average results are individually
plotted for a subset of annotated items (lower is better).
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statement, 5 expressing strong agreement and 3 expressing a neu-
tral answer. The second part of the questionnaire focuses more on
the functionalities of the annotation tool and was administered
with the same modalities.
The results of the questionnaire for both tools are reported in
Table 3. The score given by the users are summarized by taking
the median of all the votes. The best results are reported in bold.
With respect to the usability, it can be seen that the iVAT tool



Table 2
Ratios of user interventions with respect to the number of frames. The average results
are individually reported for a subset of annotated items (lower is better).

Item Manual Semi-automatic Automatica Automaticb

Face 0.3697 0.0621 0.1055 0.0779
Zucchini 0.6966 0.0221 0.0676 0.0110
Salt 0.7427 0.0062 0.0600 0.0421
Oil 0.7903 0.0097 0.0662 0.0476
Hat 0.5178 0.0408 0.0356 0.0347
Bowl 0.8161 0.0398 0.1286 0.1255
Pan 0.6730 0.0557 0.1136 0.1030
Plate 0.5029 0.0146 0.0938 0.0000
Yellow Pepper 0.7744 0.0059 0.0176 0.0059
Average 0.6537 0.0285 0.0765 0.0497

a Using the global best parameters.
b Using the best parameter combination for each item.
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has been rated positively for all the first ten statements. On the
overall, the system has been considered easier to use than
ViPER-GT (a score of 4 for iVAT against 2.5 for ViPER-GT).
Moreover, the system has been considered less cumbersome to
use than ViPER-GT (a score of 2 for iVAT against 4.5 for ViPER-
GT).

With respect to the tool functionalities, the scores show that the
iVAT tool is again judged positively. From the users’ responses, it
can be seen that the interactive mechanism can efficiently support
the annotation of the videos. The semi-automatic algorithms,
although not very precise in the annotation, can give a boost in
Fig. 11. Starting and ending frames of a video sequence with two tracks overlayed: an it
Bowl, green track); an item on which it is more convenient to use the full automatic anno
figure legend, the reader is referred to the web version of this article.)

Table 3
Median scores given to the statements of the questionnaire administered to the users a
‘strongly disagree’, 2 to ‘disagree’, 3 to ‘neutral’, 4 to ‘agree’, and 5 to ‘strongly agree’).

#. Statement

1. I think that I would like to use this system frequently
2. I found the system unnecessarily complex
3. I thought the system was easy to use
4. I would need the support of a technical person to be able to
5. I found the various functions in this system were well integr
6. I thought there was too much inconsistency in this system
7. I would imagine that most people would learn to use the sys
8. I found the system very cumbersome to use
9. I felt very confident using the system

10. I needed to learn a lot of things before I could get going with
11. The time-line is not very useful
12. Too many input/interactions are required to obtain acceptab
13. The keyboard short-cuts are useful
14. It is difficult to keep track of the already annotated items
15. The new item’s bounding boxes can be drawn quickly
16. I think there is too much information displayed in too many
17. The system user interface is easy to understand
18. Semi-automatic annotation algorithms are too slow
19. I prefer using only manual/basic annotation functionalities
20. I needed to correct many errors made by the semi-automatic
the annotation time and require only few corrections to obtain
the desired results. The best rated functionalities of the iVAT tool
are the keyboard short-cuts and the graphical user interface. The
short-cuts allow the users to interact with the system with mouse
and keyboard simultaneously increasing the annotation efficiency.
The graphical interface is easy to understand and allows to keep
track on the annotated items with clear, visual hints. While
designing the interface we were worried that the amount of dis-
played information would have been too much. An interview with
the users proved the contrary. However, as suggested by the users,
the time-line panel although useful (as is in the ViPER-GT) should
be further improved. Although intuitive and easy to understand,
the user considered to be useful to add the capability to zoom-in
and zoom-out the time-line as is in the ViPER-GT. When the num-
ber of frames is very large, they felt very tedious to scroll the panel
back and forth in order to seek the desired frame interval. A resiz-
able time-line that could be made to fit the size of the panel would
be a welcome addition to the tool. With respect to the time-line,
the worst result of the ViPER-GT tool is obtained in the interactions
required to edit the annotations. User found the use of the markers
cumbersome. A comparative video showing side by side an anno-
tation session performed with iVAT and ViPER-GT is available on-
line [20].

Table 4 shows on average the interactions performed by the
users to annotate the videos. As a measure of the manual efforts,
we compute the percentage of manually drawn bounding boxes.
As an indication of the user interactions with the graphical inter-
face of the tool, we computed also the number of mouse clicks,
em on which it is more convenient to use the semi-automatic annotation mode (i.e.
tation mode (i.e. Face, red track). (For interpretation of the references to color in this

fter the annotation sessions. The best scores are reported in bold (1 corresponds to

iVAT ViPER-GT

4 1.5
2.5 4
4 2.5

use this system 2 2
ated 4 2.5

1.5 3.5
tem very quickly 3.5 2.5

2 4.5
3.5 1.5

this system 2.5 2.5
1 2

le results 1 5
4.5 1.5
1 2.5
4 3

panels 1.5 2
4 3
2 2
2 2

annotation algorithms 2.5 3



Table 4
Interactions performed by the users to annotate the videos on average. The number in
parenthesis is the standard deviation.

iVAT ViPER-GT

Percentage of manually drawn
bounding boxes

2.53% (�1:70) 5.01% (�4:73)

Number of clicks 61 427
Number of keys pressed 138 133
Distance covered by mouse

movements
11,663,178 36,793,244

Annotation time 00:08:21
(�00:04:28)

00:22:18
(�00:17:30)

Bounding-box per second 2.32 0.87
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the number of keys pressed and the distance covered by mouse
movements.

4.3. Large scale annotation with iVAT

In this section we highlight how the tool enables the generation
of large scale annotated datasets. The iVAT has been used in the
context of the cooking video domain where the aim was to label
54 recipes, each almost 20 min long and edited in shots of about
30 s. Each recipe contains an average of 6 items to be annotated
Fig. 12. Schema for the subdivision of the ann
in each frame, for a total of almost 9.72 millions of bounding-
boxes. This task has been done by 9 users in parallel, each operat-
ing on a independent subset of 6 recipes. The total annotation time
was of about 125 h.

A generalization of the task subdivision across users is
reported in Fig. 12: the task is parallelized over users by sending
to each of them a different part of the video sequence to be anno-
tated, together with the list of the items to be annotated, and the
supervised object detectors. Once the users complete the task,
they send the annotations back to the server, where they are
merged to generate the annotation for each entire video sequence.
User annotation could then be exploited to learn supervised
object detectors in an incremental learning strategy (as described
in Section 2).

Using the subdivision schema reported in Fig. 12, the annota-
tion task can be parallelized at video-level or even at shot-level.
The expected time to annotate 9.72 millions of bounding boxes
by parallelizing the annotation task at video-level (i.e. using 56
users, one for each video) and at shot-level (i.e. using 2160 users,
one for each shot) are reported in Table 5. They are computed as
linear predictions from the measured time needed by 9 users,
which is reported in bold. Expected annotation times are also
reported for smaller and larger datasets, ranging from 1 million
up to 100 millions of bounding-boxes.
otation task across users within the iVAT.



Table 5
Prediction of the expected times to annotate different dataset sizes with respect to the number of users. The entry in bold corresponds to the time needed to annotate the whole
cooking domain in the experimental setup adopted (i.e. task parallalized over 9 users).

# Users # Bounding boxes to be annotated

1 M 2 M 5 M 9.72 M 10 M 20 M 50 M 100 M

1 115:55:40 231:51:20 579:38:20 1126:49:05 1159:16:40 2318:33:20 5796:23:20 11592:46:40
9 12:52:51 25:45:42 64:24:16 125:12:07 128:48:31 257:37:02 644:02:36 1288:05:11

54a 2:08:49 4:17:37 10:44:03 20:52:01 21:28:05 42:56:10 107:20:26 214:40:52
2160b 0:03:13 0:06:26 0:16:06 0:31:18 0:32:12 1:04:24 2:41:01 5:22:01

a Task parallelized at video-level.
b Task parallelized at shot-level.
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5. Conclusion

In this paper, motivated by the limitations of existing annota-
tion tools, we developed iVAT, a tool for interactive, semi-auto-
matic and automatic video annotation that integrates computer
vision algorithms specifically designed to work in an interactive
and incremental framework. The integration of semi-automatic
and automatic annotation modality along with the incremental
learning makes the tool flexible and suitable for different applica-
tion domains.

Quantitative and qualitative evaluations of the proposed tool
have been presented and discussed. We compared the human effort
needed to annotate items contained in the videos of the domain by
using all the three modalities available in the tool: manual, semi-
automatic, and automatic. The tool is able to decrease the average
ratio of human interventions of at least one order of magnitude
with respect to the full manual annotation mode. A quantitative
and qualitative comparison with ViPER-GT, a state of the art anno-
tation tool, has been carried out. Results demonstrate that iVAT
outperforms ViPER-GT in terms of both system usability and num-
ber of interactions required. Finally, we have highlighted how the
tool enables the generation of large scale annotated datasets.

The tool has been developed using C/C++, Qt libraries for the
GUI and Open CV libraries for computer vision algorithms. Qt
libraries make the tool platform independent and available also
as a mobile application. In addition, the modularity of the tool
makes the integration of new computer vision modules very easy
thus encouraging its expansion. The tool is available on-line at
the project web page [20].

As future work we plan to extend the annotation tool to include
the automatic and semi-automatic detection of actions and we
plan to test the effectiveness of the tool on other application
domains.
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