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In this paper we address the challenging problem of sensorimotor integration, with ref-
erence to eye-hand coordination of an artificial agent engaged in a natural drawing
task. Under the assumption that eye-hand coupling influences observed movements, a
motor continuity hypothesis is exploited to account for how gaze shifts are constrained
by hand movements. A Bayesian model of such coupling is presented in the form of
a novel Dynamic Bayesian Network, namely an Input–Output Coupled Hidden Markov
Model. Simulation results are compared to those obtained by eye-tracked human subjects
involved in drawing experiments.
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1. Introduction

The problem of eye-hand coordination in performing a given task, is considered2 a
paradigmatic one with respect to the more general question of sensorimotor inte-
gration. This, in turn, is reputed to be a crucial issue either for designing situated
artificial agents and for the investigation of the underlying cognitive mechanisms
in biological agents. Recent approaches to sensorimotor coordination in primates
claim that motor preparation has a direct influence on subsequent eye movements,19

sometimes turning coordination into competition. Complementary, eye movements
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come into play in generating motor plans, as suggested by the existence of look
ahead fixations in many natural tasks.14

Differently from the problem of modeling eye movements in purely visual tasks,
contending with visuomotor tasks requires a shift of perspective. The main differ-
ence in this case is that eye movements should not be treated as entirely independent
from movements of other parts of the body. In fact, it is the basic tenet of Active
Vision10 that eye movements depend on the task at hand, and if the task is a
sensorimotor one, it is reasonable to expect a dependence on body movements as
well.

Our main motivation is to develop a model of the coupling between the processes
that give rise to eye and hand movements in a visuomotor task; yet, the model can
provide the bare bones of a general framework for the integration of Active Vision
and Motor Control.

In Ref. 5, we chose the task of realistic drawing, namely the activity of repre-
senting an original scene by means of visible traces on a canvas, trying to render the
contours defining objects within the observed scene as faithfully as possible. Since
copying an original image on a white canvas requires a quite regular alternation of
eye and hand movements,8,20 this task provides a good example of the “looped”
influence between active vision and motor planning/control. A functional model
of the sensorimotor processing involved in the drawing behavior was developed on
the basis of eye-hand tracking experiments. Eventually, with the aim of providing
in a principled way a computational theory (in the sense of Marr15) of the under-
lying processes, we conjectured that such model could be formalized in terms of
a novel type of Dynamic Bayesian Network16 (DBN), which we have denoted the
Input–Output Coupled Hidden Markov Model (IOCHMM).

In this paper, building on such previous work, we have provided a detailed
account of the IOCHMM for modelling eye-hand coordination along drawing, and
compare simulation results with eye-hand tracking experiments. Before moving to
the following sections, it is worth remarking on two points.

First, the choice of probabilistic graphical models is primarily motivated by the
well-known fact that motor and perceptual neural signals are inherently noisy,12 and
that there is a long tradition of statistical modeling of eye movements. Early and
seminal attempts were provided by Ellis and Stark, who described the sequence
of gaze points in terms of Markov chains,6,9 and by Rimey who adopted Hid-
den Markov Models18 (HMM). Recent models of eye movements in reading7 have
adopted the Input–Output HMM (IOHMM3) to account for the fact that variabil-
ity in gaze sequences reflects not only random fluctuations in the system but also
factors such as moment-to-moment changes in the visual input, cognitive influences,
and the state of the oculomotor system. The IOCHMM we describe in Sec. 2 treats
both eye and hand movements as driven by IOHMMs, but the main point here is
that the two are not independent, but rather coupled; the structure of the network
reflects our assumption, namely that both eye and hand movements at any given
time depend on both eye and hand movements at the previous step.
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Second, most computational models of motor control cast the issue of movement
planning and execution as an optimization problem,21 where optimality means min-
imization or maximization of a scalar function (e.g. jerk, energy, variance) that
depends on control signals as well as on the current state of the musculo–skeletal
system and environment. Recently, the problems of motor control and optimiza-
tion have been considered from a stochastic, Bayesian standpoint.12 Although the
question of Bayesian integration of sensorimotor capabilities has been addressed
with particular reference to learning,13 yet, we lack a well-defined framework for
integrating an active approach to vision with motor control strategies.

In the present paper we take a step further, and consider the problem of how
motor optimization can influence the visual system. To this aim, in Sec. 3, we
assume that maximizing the continuity of hand movements represents a constraint
for eye movements as well. We test this hypothesis — and its consequences on the
observable behavior — by recording human eye-hand movements in a drawing task.
Then, in Sec. 4, we detail the implementation of our model; we show that after a
learning phase performed on a suitable training set, the system is able to generate
both continuous hand strokes and eye movements that are fairly consistent with
experimental recordings from human subjects. These results, together with the
comparison against models of eye movements that do not consider motor issues,
indicate that the proposed model can suitably account for motor constraints and
their effects on the visual system.

With respect to previous work in the literature, the IOCHMM proposed here
provides a general high level mechanism for the dynamic integration of eye and
hand motor plans, and enables the use of information coming from multiple sen-
sory modalities. It also accounts for the task-dependence of eye and hand plans, by
learning a sensorimotor mapping that is suitable for the drawing task. To the best of
our knowledge the IOCHMM architecture represents a novelty with respect to com-
putational models of drawing, and more generally for sensorimotor coordination.

2. DBN for Eye-Hand Coupling

In a previous work5 we introduced a functional model for an artificial drawing
agent. We argued that the core of the model could be implemented as a DBN,
whose inputs are collected from external sensory modules, that feeds premotor
information to the subsequent modules responsible for the control of detailed eye
and hand motor signals. In the following we develop further and more formally
such proposal. In our “minimal” model we introduce two variables that account for
sensory inputs, two state variables and two outputs. Specifically, we denote with
ū = (ue, uh) the pair of variables representing the visual and hand proprioceptive
inputs, respectively, while x̄ = (xe, xh) denotes the pair of eye and hand (hidden)
state variables; eventually, ȳ = (ye, yh) is the pair of variables accounting for eye
and hand output signals (see Sec. 4.1 for details on the state spaces). Further, since
sensorimotor coupling evolves in time, say from t = 1 to T , we will consider the
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discrete time indexed pair sequences ū1:T , x̄1:T and ȳ1:T . In order to provide a
Bayesian generative model of eye-hand coordination, we need to specify the joint
pdf, p(x̄1:T , ȳ1:T |ū1:T ).

To this end, the dynamics of the system presented in Ref. 5 can be summarized
as follows: at time t, when visual and hand proprioceptive inputs are fed into
the network, the hand state is influenced by the eye state, and motor outputs
are generated accordingly; successively, at time t + 1, the new eye state will be
influenced by previous states of both hand and eye, while the hand state depends
on its previous state and on the eye current state; thus, on the basis of current
visual and hand inputs, new motor outputs are generated. Such behavior can be
formalized in the two temporal slices of the DBN shown in Fig. 1.

Note that ideally, the process corresponding to the temporal evolution of the
eye plan alone could be considered as an IOHMM; the same holds for the hand
plan. However, the most important point here is that the two processes are not
independent but rather modeled as coupled chains: in these terms the resulting
graphical model unifies the IOHMM DBN and another kind of DBN known in the
literature as the Coupled HMM.16 We call the resulting DBN an Input–Output
Coupled Hidden Markov Model (IOCHMM, Fig. 1).

By generalizing the time slice snapshot of Fig. 1 to the time interval [1, T ] the
time dependent joint distribution of state and output variables, conditioned on the
input variables can be written as:

p(x̄1:T , ȳ1:T | ū1:T ) = p(xe
1|ue

1, u
h
1)p(ye

1|xe
1)p(xh

1 |ue
1, u

h
1 , xe

1)p(yh
1 |xh

1 )

·
T−1∏
t=1

[p(xe
t+1|ue

t+1, u
h
t+1, x

e
t , x

h
t )p(ye

t+1|xe
t+1)

· p(xh
t+1|ue

t+1, u
h
t+1, x

e
t+1, x

h
t )p(yh

t+1|xh
t+1)]. (1)

Fig. 1. IOCHMM’s for combined eye and hand movements. Dotted connections in the hidden
layer highlight the dependence of the hand on the eye, while continuous connections denote the
reverse dependence.
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The hidden variables xe, xh take values in {0, π
4 , . . . , 7π

4 }, and represent the planned
eye and hand movement directions, with respect to the current position. The visual
input ue is chosen as the orientation of the attended region, taking values in
{0, π

8 , . . . , 7π
8 }. The proprioceptive information uh, which concerns the direction

of the previous hand movement, is encoded using the same values as xh.
To use the IOCHMM as a control device for an artificial draughtsman, we must

contend with three problems: (1) learning the parameters of the model; (2) using
the model for inference (i.e. to compute the expected hidden states for each time
slice); (3) exploiting inferences to make decisions. For what concerns the inference
process, the joint pdf of Eq. (1) can be rewritten as:

p(x̄1:T , ȳ1:T | ū1:T ) = p(ȳ1:T |x̄1:T , ū1:T )p(x̄1:T |ū1:T ) . (2)

Since output ȳ1:T is conditionally independent from input ū1:T (see Fig. 1), then
p(ȳ1:T |x̄1:T , ū1:T ) = p(ȳ1:T |x̄1:T ). The latter term describes the mechanism for the
generation of eye and hand movements through appropriate pre-motor informa-
tion, that would be eventually processed by the oculomotor and hand actuator
controllers.

Such mechanism, which is actually plagued with noise,12 can be simplified for
the strict purposes of this paper as an ideal, non-noisy mapping, p(ȳ1:T |x̄1:T ) = δȳ,x̄.
Under such assumption, the inference process reduces to the computation of
p(x̄1:T |ū1:T ). Thus, the expected internal states for each time slice, can be com-
puted as

p(x̄t+1|ū1:T ) =
∑

xe
1:T −xe

t+1

∑
xh
1:T −xh

t+1

p(x̄1:T |ū1:T ). (3)

Note that, according to the network structure, the expected state at time t + 1
depends only on the input subsequence ū1:t+1; thus, making use of Eq. (1) together
with the simplifying assumption discussed above, we can rewrite Eq. (3) as follows:

p(x̄t+1|ū1:t+1)

=
∑
x̄1:t

p(xe
t+1|ue

t+1, u
h
t+1, x

e
t , x

h
t )p(xh

t+1|ue
t+1, u

h
t+1, x

e
t+1, x

h
t )p(x̄1:t|ū1:t) (4)

which represents a particular case of recursive Bayesian filtering.4

The explicit computation of Eq. (4) requires knowledge of the network’s dynam-
ics, namely the state transition probability distributions, which can be gained
through the learning stage. Following a classical approach, this consists in eval-
uating the parameters by maximizing the log-likelihood log p(x̄1:T | ū1:T ).

Recalling that p(ȳt | x̄t) = δȳ,x̄, when we provide the DBN with an appropriate
data set, i.e. a set of input–output sequences {ū1:T , ȳ1:T }, we can set x̄1:T = ȳ1:T ,
and by considering Eq. (1), we can write the likelihood function in matrix form (see
Appendix A for details):

Lc = xe⊥
1 log(Φe)ue

1u
h
1 + xh⊥

1 log(Φh)ue
1u

h
hxe

1

+ xe⊥
t+1 log(Γe)ue

t+1u
h
t+1x

e
tx

h
t + xh⊥

t+1 log(Γh)ue
t+1u

h
t+1x

e
t+1x

h
t (5)
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where ⊥ denotes the transpose, Φ, Γ denote respectively the input state and tran-
sition probability distributions.

In this work, we make no assumption on the parametric functional form of
such pdf’s, but rather consider them as Conditional Probability Tables (CPT), i.e.
matrices whose entries are the parameters that should be learned. This is done by
adapting the Baum–Welch4 algorithm to our specific DBN.

Eventually, to use the DBN as a control system, we apply a decision rule to
inference and learning results. According to Bayesian Decision theory, different
choices can be made for the decision rule; in the simulations presented in this work
we used the Maximum a Posteriori (MAP) criterion, which consists in selecting the
pair (xe

t+1, x
h
t+1), such that

(xe�
t+1, x

h�
t+1) = arg max[p(xe

t+1, x
h
t+1|ū1:t+1)]. (6)

3. Gaze Analysis in a Drawing Task

Our experiments have addressed a drawing task, where the subjects were asked to
draw a copy of an original image. Previous behavioral analysis of draughtsmen at
work20 have revealed the existence of a regular execution cycle, where two main
phases can be distinguished. During one phase, which corresponds to either the
selection of what to draw next or the evaluation of the emerging result, the hand
is not drawing, and globally distributed eye movements can be observed; the other
phase is the one during which drawing hand strokes are observed, and the gaze is
moved orderly and locally on the original image.

Elsewhere we have considered the overall role of the two phases5; here, we are
concerned with characterizing fixations on the original image during the drawing
phase, and understanding how eye and hand movements are related along this
phase.

3.1. Experimental setup, subjects and instructions

Eye scan records were obtained from 25 subjects, aged between 18 and 33, without
previous specific experience in drawing. Subjects were presented with a rectangular,
vertical tablet 40 cm × 30 cm. As shown in Fig. 2, original images were displayed
in the left half of the tablet, while the right half was covered by a white sheet. The
original images represented simple contours drawn by hand with a black pencil on
white paper with an area of approximately 15 cm × 15 cm.

One image per trial was shown, and the subjects were instructed to copy its
contours as faithfully as possible, drawing on the right-hand sheet. These instruc-
tions did not give constraints on the execution time. Each subject carried out six
trials, one per image.

The subject’s left eye movements were recorded with a remote eye tracker (ASL
Model 504) with the aid of a magnetic head tracker, with the eye position sampled
at the rate of 60Hz. The instrument can integrate eye and head data in real time
and can deliver a record with an accuracy of less than 1◦. Here we present the
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Fig. 2. Experimental setup for eye tracking recordings during the drawing task. The subject sits
in front of a vertical Tablet. In the left half of the Tablet hand-drawn images are displayed, and
the subject is instructed to copy the images on the right half. The eye tracker integrates data from
the Eye Camera and the Magnetic Sensor and Transmitter; eye position is then superimposed on
the Scene Camera video stream, which takes the approximate subjective point of view.

analysis of data corresponding to the left hemifield (the original image). In the
following we refer to the scanpath as the sequence of saccades and fixations on the
scene, minus saccades and fixations on the right hemifield: thus a sequence fixation
on the left–saccade–fixation(s) on the right–saccade–fixation on the left becomes
fixation on the left–saccade–fixation on the left.

The analysis of the recorded eye data is performed under the following
hypothesis:

Motor Continuity. The sequence of fixations on the original scene is constrained
to maximize graphical continuity of tracing hand movements.

In order to explore the correctness and the implications of this assumption,
we analyze the scanpaths recorded in a trial where the original image is a single
line shape. Fixations are found by means of the standard dispersion algorithm,
with thresholds set to 2◦ and 100 msec. Figure 3 depicts the cumulative plot of
fixations, and the corresponding hand position, at four subsequent stages. The times
of the snapshots correspond to the moments during which the following sequence is
observed: hand stops–fixation(s) on the left–saccade–fixation(s) on the right–hand–
moves. We interpret the points where the hand stops as keypoints, at which the
hand’s action needs to be reprogrammed and thus fixations on the original image
become necessary.

A qualitative inspection of Fig. 3 shows a general tendency of the gaze to move
orderly along the image contour, as confirmed by the scanpaths of four different
subjects, plotted in Fig. 4; furthermore, all of our subjects used graphically con-
tinuous hand strokes. This evidence suggests that the strategy that humans adopt
in the drawing task, to facilitate graphical continuity of hand movements, is to
move the gaze according to a coarse grained edge-following along the contours of
the original image.
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(a)

(b)

Fig. 3. The performance of subject AP in the drawing task. (a) Cumulative fixations on the orig-
inal image, represented by circles. (b) Manual execution. The solid square denotes the gazepoint,
while circles denote the endpoints of each trajectory segment.

(a)

(b)

Fig. 4. (From left to right) The top row shows the scanpaths recorded from subjects AP, AS,
AC, MJG; the bottom row, their clustered version.

Thus, we define a procedure17 to evaluate in a quantitative manner the similarity
of the recorded scanpaths to the coarse grained edge-following; the same procedure
can be used then to make a comparison with the scanpaths generated by our DBN
as well as other computational models.

As a first step we superimpose an ordered grid on the original image, and then
we cluster together all subsequent fixations that fall within a single cell as one
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single event. At the end of this procedure, instead of the scanpath we have an
ordered sequence of events, each one belonging to a single cell of the grid, as shown
in Fig. 4(b). Then, each cell is labeled with a symbol (an ASCII character in the
interval “A” to “e”), so that each sequence of events is coded as a string; this enables
to compare through a unique string similarity algorithm either strings produced by
two algorithms, or two human subjects or an algorithm and a subject. The final
similarity value can be normalized on the basis of the string length.

The string similarity index can be defined through an optimization algorithm,
with a cost unit based on three different operations: deleting, inserting and substi-
tuting. By sequentially processing the first string to obtain the second string, we get
the similarity index as the minimum total cost (known as Levensthein distance).
The numerical results are plotted in Fig. 7, and discussed in Sec. 4.2.

4. Simulation Results and Comparison with Experimental Data

4.1. Implementation details and simulation

results in the drawing task

For the simulations presented here, discrete state spaces were chosen for all the
variables. The visual input represents the dominant orientation of the fixated image
patch, i.e. ue ∈ {0, π

8 , . . . , 7π
8 }. The proprioceptive input provides an estimate of the

previous hand movement direction uh ∈ {0, π
4 , . . . , 7π

4 }; hidden and output variables
take values in the same set as uh, and are interpreted respectively as the proposed
direction of the next saccade (xe, ye) and of the next hand movement (xh, yh).

The training examples we use are sequences that reflect the experimental obser-
vations on eye-tracked human subjects: hand movements are graphically continuous
and correspondingly the scanpath is a coarse-grained edge-following along the con-
tours of the original image. An example from the training set, whose values are
reported in Table 4, is illustrated in Fig. 5(a). As a result of the learning stage
followed by the decision step, we obtain a sensory motor map that encodes the eye
and hand directions xe

t and xh
t for each given input pair. In Fig. 5(b), we show an

instance of this map in the case of xe
t−1 = 0.

After training the DBN as described above, we have run it on a binarized version
of the original image shown to the subjects [Fig. 3(a)]. The resulting time sequences
of eye and hand plans ȳe, ȳh are provided in the two top rows of Fig. 6(a). The cor-
responding scanpath is given in Fig. 6(b), and it can be directly compared to the
human eye movement recordings shown in Fig. 4. Figure 6(c) shows the trajecto-
ries planned according to the DBN outputs, with the endpoints evidenced by blue
circles; these trajectories are computed as splines passing through the points corre-
sponding to the position of each eye fixation, with a slope defined by the associated
hand plans.

It is worth noting that a pure bottom-up, uncoupled scanpath generation would
provide a very different result. This can be easily shown, for instance, by feeding
the salient points to a winner-takes-all network combined with the inhibition of
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(a) (b)

Fig. 5. (a) An input/output example: the bottom row depicts the visual input (left) and the eye
(middle) and hand (right) outputs corresponding to the sequence given in the table above. (b) A
graphical representation of the eye-hand policy obtained by applying Bayesian Decision Theory
to the trained DBN, in the specific case that xe

t−1 = 0: light and dark arrows denote the direction

of the eye and hand plan respectively, for each input pair. The level of confidence has been coded
as a gray-level (white = 100%, black = 0%).
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(a)

(b)

(c)

Fig. 6. On the left, Fig. 6(a), the simulated discrete-time evolution. From bottom to top: the
bottom row represents the sequence of visual inputs, namely the orientation of the foveated image
region; the second row shows the confidence level assigned to the chosen eye–hand plan; the third
and fourth rows show the DBN outputs, namely the eye and hand movement plans, respectively.
On the right, Fig. 6(b) shows the generated scanpath, while Fig. 6(c), the planned hand trajectory
where circles denote the starting and ending points of each trajectory portion. Both eye and hand
movements start from the upper left corner.
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return11 in order to obtain the bottom-up fixation sequence; an evaluation of how
a bottom-up scanpath differs from scanpaths either generated by our approach or
recorded via eye-tracking, is presented in Sec. 4.2.

4.2. Comparison with experimental data

The comparison between each recorded scanpath (precisely 11 subjects) and four
different simulated scanpaths (Random, Saliency, Edge Following, DBN) is reported
in Fig. 7. Such comparison is obtained by measuring the similarity between simu-
lated and experimental scanpath by performing the well-known Levensthein string
similarity algorithm.17 The simulated scanpaths are obtained as follows:

(1) Random: 10, 000 random strings are generated and compared with each exper-
imental scanpath. Each random string is formed considering only the cells con-
taining the pattern, and their adjiacent cells.

(2) Saliency: Fixations are generated by using a bottom-up, saliency-based
algorithm.11

(3) Edge Following: Obtained through a perfect edge following of the pattern.
(4) DBN : Fixations are generated by the proposed DBN.

Note that with respect to the Random case, we considered, for each subject, the
mean of the resulting 10, 000 string similarity measures.

Fig. 7. For each subject, the mean similarity of the observed scanpath to 10,000 random scan-
paths (dark gray with error bar); to a preattentive scanpath à la Itti (intermediate gray); to a
perfect coarse-grained edge-following (light gray); and to the scanpath simulated by the DBN
(dark gray without error bars).

In
t. 

J.
 P

at
t. 

R
ec

og
n.

 A
rt

if
. I

nt
el

l. 
20

08
.2

2:
10

15
-1

02
9.

 D
ow

nl
oa

de
d 

fr
om

 w
w

w
.w

or
ld

sc
ie

nt
if

ic
.c

om
by

 U
N

IV
E

R
SI

T
Y

 O
F 

M
IL

A
N

O
 -

 B
IC

O
C

C
A

 o
n 

04
/2

0/
15

. F
or

 p
er

so
na

l u
se

 o
nl

y.



August 6, 2008 16:31 WSPC/115-IJPRAI SPI-J068 00665

1026 R. C. Cagli et al.

Table 1. Comparison with experimental data: mean and standard deviation.

Exp vs Random Exp vs Saliency Exp vs Edge Following Exp vs DBN

0.098 ± 0.015 0.1227 ± 0.0097 0.40 ± 0.15 0.39 ± 0.16

The mean and standard deviations of the similarity measures between the sim-
ulated and the experimentally recorded scanpaths are reported in Table 1.

The results show that the random scanpaths are responsible for the lowest string
similarity value; a higher similarity is demonstrated by the perfect edge following
and the scanpaths generated by the DBN. It is worth noting that the Saliency
performance (bottom-up fixations) is quite similar to the Random one.

5. Final Remarks

In this paper we have presented a computational model of realistic drawing in
order to investigate the issue of visuomotor coordination. This issue indeed poses a
challenging question at the leading edge of current research in neuroscience, Active
Vision, Artificial Intelligence and Robotics: what strategies are to be adopted by
any agent situated in the world to coordinate vision and action in order to succeed
in a task of interest?

The strategies adopted to coordinate sensorimotor processes of eye and hand
movement generation, during the drawing task, are inferred by a Dynamic Bayesian
Network, namely an Input-Output Coupled Hidden Markov Model (IOCHMM).
To the best of our knowledge such model has never been discussed before in the
sensorimotor coordination literature.

Simulations of the IOCHMM behavior have been compared to those obtained by
eye-tracked human subjects involved in drawing experiments. Experiments showed
that both the simulated trajectory and the gazing points have patterns quite similar
to those obtained by human draughtsmen.

As future work we prefigure to remove the assumption of dealing with an ideal
motor output so as to extend the simulation to a realistic setting by using a 7-DOF
anthropomorphic manipulator together with an active Pan/Tilt/Zoom camera for
perfoming actual drawing.

Appendix A. Learning in the Discrete State Space

The likelihood function Lc
.= log p(ȳ1:T , x̄1:T |ū1:T ) can be derived from Eq. (1) while

assuming ideal motor output condition p(ȳ1:T |x̄1:T ) = δȳ,x̄:

Lc = log p(xe
1|ue

1, u
h
1 ) + log p(xh

1 |ue
1, u

h
1 , xe

1) +
T−1∑
t=1

log p(xe
t+1|ue

t+1, u
h
t+1, x

e
t , x

h
t )

+
T−1∑
t=1

log p(xh
t+1|ue

t+1, u
h
t+1, x

e
t+1, x

h
t ). (A.1)
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Define with M , N , L, K the dimensionality of the hand and eye movement
hidden and input space respectively. We encode discrete variables in the canonical
basis,4 e.g. if xe ∈ {xe,1 . . . xe,M}, then we have xe,1 = (1, 0 . . . 0) and so on. With
this choice, the eye-related pdf’s in the log-likelihood become:

p(xe
1|ue

1, u
h
1 ) =

M∏
i=1

L∏
j=1

K∏
p=1

(Φe
ijp)xe

1,iu
e
1,juh

1,p

p(xe
t+1|ue

t+1, u
h
t+1, x

e
t , x

h
t ) =

M∏
i=1

L∏
j=1

K∏
p=1

M∏
r=1

N∏
s=1

(Γe
ijprs)

xe
t+1,iu

e
t+1,juh

t+1,pxe
t,rxh

t,s

where Φ, Γ denote the input state and transition probability distribution, respec-
tively. Similar equations hold for p(xh

1 |ue
1, u

h
1 , xe

1) and p(xh
t+1|ue

t+1, u
h
t+1, x

e
t+1, x

h
t ),

and the log-likelihood can be recast in matrix form as:

Lc = xe⊥
1 log(Φe)ue

1u
h
1 + xh⊥

1 log(Φh)ue
1u

h
hxe

1

+ xe⊥
t+1 log(Γe)ue

t+1u
h
t+1x

e
tx

h
t + xh⊥

t+1 log(Γh)ue
t+1u

h
t+1x

e
t+1x

h
t (A.2)

where ⊥ denotes the transpose. The maximization step of the Baum–Welch algo-
rithm is done by taking the derivatives of Eq. (A.2) with respect to the parameters,
set to zero and solve under the sum-to-one constraint. The solutions give us the
parameters in terms of the expected sufficient statistic:




γe
t,i

.= 〈Xe
t,i〉

γh
t,i

.= 〈Xh
t,i〉

γeh
t,i

.= 〈Xe
t,i, X

h
t,i〉

ξe,h
t,ij

.= 〈Xe
t,i, X

h
t−1,j〉

ξe,eh
t,ij

.= 〈Xe
t,i, X

e
t−1,j , X

h
t−1,j〉

ξeh,h
t,ij

.= 〈Xe
t,i, X

h
t,i, X

h
t−1,j〉

=⇒




Φe
ijk = γe

1,iu
e
1,ju

h
1,k

Φh
ijkl = γeh

1,ilu
e
1,ju

h
1,k

T e
ijklm =

PT
t=2 ξe,eh

t,ilmue
t,juh

t,kP
T
t=2 γeh

t,lmue
t,juh

t,k

.

T h
ijklm =

PT
t=2 ξeh,h

t,ilmue
t,juh

t,k
P

T
t=2 ξe,h

t,lmue
t,juh

t,k

(A.3)

Eventually, the γ and ξ terms are found in the E-step via the forward–backward
inference algorithm.4
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