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Abstract

This paper addresses the problem of how to e$ciently and e!ectively retrieve images similar to a query from
a trademark database purely on the basis of low-level feature analysis. It investigates the hypothesis that the low-level
image features used to index the trademark images can be correlated with image contents by applying a relevance
feedback mechanism that evaluates the feature distributions of the images the user has judged relevant, or not relevant
and dynamically updates both the similarity measure and query in order to better represent the user's particular
information needs. Experimental results on a database of 1100 trademarks are reported and commented. � 2001
Pattern Recognition Society. Published by Elsevier Science Ltd. All rights reserved.
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1. Introduction

The content-based retrieval of trademarks is `extreme-
ly challenging and instructive to studya, due to the high
complexity and diversity of the data involved, also often
composed of several distinct components [1]. Our study
has addressed the problem of how to e$ciently and
e!ectively retrieve images similar to a query from a trade-
mark database purely on the basis of low-level feature
analysis. As already pointed out by several authors [1,2],
perceptually similar images are not necessarily similar in
terms of low-level features. We have investigated the
hypothesis that the low-level features used to index the
images can be correlated with their semantic contents by
applying a relevance feedback mechanism.
A few applications designed speci"cally for the regis-

tration of trademarks are available. Wu et al. have
developed a prototype system, STAR, using their con-
tent-based retrieval engine for multimedia information

systems [2}4]. Eakins et al. have developed a prototype
system (ARTISAN) for the UK Patent O$ce Trade
Marks Registry, to retrieve trademarks when these con-
sist of abstract geometric designs [5]. Another system,
called TRADEMARK, operates on the trademark
database of the Patent O$ce of Japan [6]. A detailed
analysis of the problems involved in trademark registra-
tion can be found in a recent paper by Jain and Vailaya
[1]. These authors propose a computational strategy in
which multiple feature description schemes of the same
visual cue (shape) are used to improve retrieval accuracy
without signi"cantly increasing computational costs. At
the "rst stage of processing (pruning) Jain and Vailaya
represent the trademark images in terms of invariant
moments and the histogram of the edge directions, integ-
rating the dissimilarity of these features by a weighted
mean. A small set of plausible candidates is then present-
ed to a detail matcher based on deformable templates to
eliminate false matches. This second phase makes it pos-
sible to eliminate the false matches, but cannot cope with
trademarks that have not been retrieved in the "rst stage,
although actually perceptually similar to the query. We
have attempted to improve the e!ectiveness of the "rst
stage of retrieval by relevance feedback, i.e. by allowing
the user to progressively re"ne the system's response to
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Fig. 1. Two similar trademarks having very di!erent descrip-
tions in terms of invariant moments.

his query. The key concept of the relevance feedback we
propose is the statistical analysis of the feature distribu-
tions of the retrieved images the user has judged relevant,
or not relevant, in order to understand what features he
has taken into account (and to what extent) in formula-
ting this judgment, so that we can then accentuate their
in#uence in the overall evaluation of image similarity, as
well as in the formulation of a new query iteration.
Section 2 of the paper brie#y describes the feature sets

used to index the images. Section 3 presents the relevance
feedback mechanism implemented. Experimental results
are reported in Section 4, followed by our conclusions.

2. Image indexing

The features used for indexing have been selected for
three basic properties [7]:

(i) perceptual similarity (the feature distance between
two images is large only if the images are not
`similara),

(ii) e$ciency (the features can be rapidly computed),
and

(iii) economy (small dimensions that do not a!ect
retrieval e$ciency).

Loncavic [8] has recently published a review of shape
analysis, while Mehthre et al. [9] and Scasselati et al.
[10] have reported experimental comparisons of
methods of image retrieval based on shape similarity.
Jain and Vailaya have experimented di!erent feature sets
for trademark indexing, "nding that invariant moments
and the histogram of the edge directions are the most
e!ective [1]. These features are applied here, together
with the mean and variance of the absolute values of the
coe$cients of the sub-images of the "rst three levels of
the multiresolution wavelet transform of the image. We
have used this somewhat redundant image description as
none of the features can univocally identify an image:
completely di!erent images may yield similar feature
values. The very di!erent natures of the indices chosen
here should limit the possibility of di!erent trademarks
corresponding to very close points in the feature space.

2.1. Moments

Moments, in general, describe numerical quantities at
some distance from a reference point or axis [11,12].
Their use in image analysis is straightforward if we con-
sider the image a two-dimensional density distribution
function. However, characterizing all the information
contained in an image would require an in"nite number
of moment values. The challenge, therefore, is to select
a meaningful subset of moment values that contains

su$cient information to describe image appearance. For
an image f (x, y) the central moments are given by
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where x� and y� are the coordinates of the center of mass.
From the following combinations of second and third
moments:
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a set of invariant moments which have the useful proper-
ties of being invariant to the object's scale, rotation, and
position has been derived [11]:
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where r"(�
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#�
��
)�
� is the radius of gyration of the

object.
Moments, however, do not su$ce to completely de-

scribe the perceptual appearance of trademarks. The two
trademarks shown in Fig. 1, for example, are actually
similar from a perceptual point of view, although they
have quite di!erent moment values.
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Fig. 3. (a) original image; (b) two-step multiresolution wavelet transform; and (c) three-step multiresolution wavelet transform.

Fig. 2. Two similar trademarks having very similar descriptions
in terms of the histogram of the edge directions.

2.2. Edge directions

A histogram of the edge directions is also used to
describe the trademarks' shape [13]. Edges are extracted
by Canny's edge detectors [14], and the corresponding
edge directions are quantized in 72 bins at 2.53 intervals.
To compensate for di!erent image sizes, histograms
are normalized with respect to the total number of edge
pixels detected in the image. The histograms of the
edge directions of the two trademarks shown in Fig. 2
are quite similar.

2.3. Wavelets

Multiresolution wavelet analysis provides representa-
tions of image data in which both spatial and frequency
information are present. It has recently been used in
content-based retrieval for similarity retrieval and target
search (e.g. [15]).
In multiresolutionwavelet analysis we have four bands

for each level of resolution (see Fig. 3): a low-pass "ltered
version of the processed image, and three bands of de-
tails. Each band corresponds to a coe$cient matrix one-
fourth the size of the processed image. In our procedure
the features are extracted using a three-step Daubechies
multiresolution wavelet expansion producing 10 sub-
bands [16]. Two energy features, the mean and variance
of the coe$cient's absolute values, are then computed for

each subband. These features provide a concise descrip-
tion of the trademark's texture and shape.

3. Our relevance feedback mechanism

Relevance feedback has been widely studied in textual
information retrieval. In image retrieval, it has been ex-
ploited for target search by Minka and Picard [17] and
for similarity retrieval by Cox et al. [18], and by Rui et al.
[19,20] and Sclaro! et al. [21]. In Ciocca and Schettini
[22] we designed a new algorithm that through the
statistical analysis of the feature distributions of the re-
trieved images the user has judged relevant, or not rel-
evant, identi"es what features (and to what extent) the
user has taken into account in formulating his judge-
ment, and then updates the weights of the di!erent fea-
tures in the overall evaluation of image similarity, as well
as in the reformulation of a new query, accordingly.
Applying this algorithm to a database containing n im-

ages indexed as described in Section 2, the corresponding
vectors of features are indicated by X�

�
, where i is the

image index, and h the index of the feature. X�
�
( j) indi-

cates the jth value of the sub-vector X�
�
, and D

�
is the

distance associated with the feature hth.
The global metric used to evaluate the dissimilarity

between two images i and j of the database is, usually,
a linear combination of the distances between the indi-
vidual features

Dissimilarity (X�, X�)"
�
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in which the w
�
are weights. There are two problems in

this formulation of image similarity. First, since the single
distances may be de"ned on intervals of widely varying
values, they must be normalized to a common interval so
that equal emphasis is placed on every feature score.
Second, the weights must often be set heuristically by the
user, and this may be rather di$cult, as there may be no
clear relationship between the features used to index the
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image database and those evaluated by the user in a sub-
jective image similarity evaluation. Moreover, image
similarity is user- and task-dependent [17,23], and this
dependence is not in general understood well enough to
permit careful, a priori selection of the optimal measure.
To cope with the problem of distances de"ned on

di!erent intervals of values, we proceed as described here
below.

3.1. Distance normalization

The average distance between features of database
items, assuming that the database contains n images, is
computed as follows:
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In our system all the features are compared with the
city block distance measure (¸

�
) by default, as it is

statistically more robust than the Euclidean distance
measure (¸

�
) [24]. Other distance measures could be

employed without requiring any change in the algorithm.
The vector of the normalized distance between two

images having indices i and j, respectively, is
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The advantage of this type of normalization is that, if the
database is large enough, the averages are computed only
once, when the database is indexed and, it is not neces-
sary to recompute their values when new items are ad-
ded. Moreover, the computational cost is low [21]. This
normalization, however, does not guarantee that all fea-
ture distances will be de"ned on a common interval, but
simply that half of the values will lie within the range of
[0,1], and the other half within the range of [1,x], where
x is a function of the maximum value of the set. Another
possibility would be to normalize the distances on the
basis of the smallest (min

�
) and biggest (max

�
) values

among the n(n!1)/2 possible image pairs, as follows:
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This approach, however, may compress the feature dis-
tance values into a very small range if even a single
abnormally large distance is present [21].
The approach proposed by Ortega [20] to over-

come this drawback applies Gaussian normalization as

follows:
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where the mean values are computed as above (Eq. (5))
and the standard deviation is computed as follows
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Assuming that the features' distance distributions have
a Gaussian distribution, it can be shown that there is a
68% probability that the feature values will lie within the
range of [!1, 1] if K"1, and a 99% probability if
K"3 [25]. Unfortunately, in content-based retrieval
applications we cannot assume a priori that the distances
will have Gaussian distributions. The following general
relationship holds without requiring any assumption
about feature distributions:
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According to this relationship, there is an 89% probabil-
ity that the distance will fall within the range of [!1, 1] if
we set K at 3, and a 94% probability when k is set at
4 [25]. Therefore, we apply Eq. (8) with k set at 4 for
distance normalization; a simple additional shift moves
the normalized distances into the [0, 1] range:
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Out-of-range values are mapped to the extreme values,
without bias to further processing.
At this point our similarity function has the following

form:
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3.2. Distance weights

The algorithm must now determine the weights for
the individual distances by a statistical analysis of the
feature distances of the images the user has judged `rel-
evanta or `not-relevanta in order to model his informa-
tion needs [22].
We have observed that users do not "nd it di$cult to

provide examples of similar and dissimilar images inter-
actively. However, since the image database queried is
heterogeneous and the retrieval task particularly com-
plex, users may not "nd enough examples of images
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that are truly similar to the query in the "rst screens, and,
to avoid the time-consuming visual browsing of the
database, may mark as relevant images that are only
partially similar. Users' information needs may also be
rather vague, such as: "nd all the images containing
animals. In both cases the images judged relevant may
di!er widely. Consequently, treating all these images in
the same way * for example, averaging the features of
the relevant images to update the similarity measure
* may produce very poor results, while processing all
the relevant images as single queries, and then combining
the retrieval outputs may create an unacceptable com-
putational burden when the database is large. To cope
with these problems we proceed as follows.
Let R	 be the set of relevant images selected by the

user (R	 is usually only an approximation of the set of
images relevant to the query in the whole database); d	

�
,

the set of normalized distances (computed on feature h)
among the elements of R	; and �	

�
, the mean of the

values of d	
�
computed according to Eq. (5). Similarly, we

de"ne R
 as the set of non relevant images selected by
the user as negative examples, and d


�
the corresponding

set of distances. We then use R	 and R
 to determine
whether the in#uence of a feature must be reduced in the
computation of the dissimilarity by reducing the corre-
sponding weight: let R� be the union of R	with R
, and
d�
�
the corresponding set of distances among its elements.

Since we can not make any assumptions about the stat-
istical distribution of the features of non-relevant images
by analyzing R
 (the non-relevant images selected may
be not representative of all the non-relevant images in the
database), we exclude set d


�
from d�

�
, obtaining a new set

of distances: dH
�
"d�

�
�d


�
. Letting �H

�
be the mean of the

elements in dH
�
, we can now determine the weights to use

in Eq. (15) as follows:
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where � is a positive constant, set at 0.01 in our experi-
ments.
Looking at these formulas, we observe that

� At least three examples (relevant or non-relevant im-
ages) are required for updating weights, otherwise the
weights' values are all set at 1/�.

� If the user selects only relevant images, the weights are
computed according to Eq. (13). For any given feature,
w	
�
is high when there is some form of agreement

among the feature values of the selected images. We
have already seen that treating all the relevant images
selected in the same way may produce very poor
results when these images resemble the query image
only in some pictorial features, but are actually quite
di!erent from each other.

� For any given feature wH
�
, of Eq. (14), is high when

there is some form of agreement among the feature
values of positive and negative examples. This should
mean that the feature is not discriminant for the query;
consequently its corresponding weight is decreased
(Eq. (15)).

3.3. Query reformulation

When more than one image is selected by the user as
relevant, the query processing algorithm can compute
a new query vector that better represents the user's in-
formation needs. One way of doing this is to take
a weighted average of the query feature vector and of the
relevant images [26]. But in this case the algorithm
cannot provide for the fact that relevant images may
di!er from the original query with respect to some fea-
tures. Our approach is similar to that adopted for the
estimation of the weights: we let R	 be the set of relevant
images the user has selected (including the original
query), indicating with Q	 the average query and with
�� the vector of the standard deviations:

Q	 "
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X��R	
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X��R	
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We then compute a new query Q� as follows. We let

>
�
( j)"
X�

�
( j)� �X�

�
( j)!QM

�
( j)�)3��

�
( j)�

∀h, j and X�3R	 (17)

obtaining

QI
�
( j)"

1

�>
�
( j)�

�
�

�
� � ����� � ��
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�
( j) (18)

that is, the query processing formulates a new query Q�
that incorporates the new information supplied by user
feedback without allowing single instances of a di!erence
in feature values to bias query computation.

4. Experimental results

The retrieval process is graphically portrayed in Fig. 4.
When a query is submitted, the system reranks the
database images by decreasing similarity with respect
to the query, and then returns to the user, displaying

G. Ciocca, R. Schettini / Pattern Recognition 34 (2001) 1639}1655 1643



Fig. 4. Diagram of the retrieval process.

Fig. 5. Typical trademarks in the database.

the 24 most similar images. In subsequent iterations the
user may again mark some of these retrieved images as
relevant, or not relevant. A new query vector is then
computed, taking into account the features of the newly
indicated relevant images, and the overall evaluation of
the dissimilarity function is updated, on the basis of the
features of both relevant and non-relevant images. A new
query is then submitted, starting a new iteration of re-
trieval. There is no limit to the number of images that can
be selected as relevant or non-relevant, nor to the num-
ber of relevance feedback iterations. Each retrieval iter-
ation takes about 5 s on a Pentium Pro 200 MHz.
The evaluation of performance for text retrieval has

been extensively studied [27], and some of the methods
proposed can be adapted to image content-based re-
trieval [28]. In order to quantify the improvement in
performance obtained by applying the relevance feed-
back mechanism a measure called e!ectiveness (e$ciency
of retrieval, or "ll ratio), was applied here. This measure,
proposed by Methre et al. [29], has also been applied
recently to compare the performance of shape similarity
measures [9,30] and color similarity measures [31] in
content-based image retrieval.
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Table 1
Summary of experimental results

Feature set F1 Feature set F2

First iteration Second iteration Third iteration First iteration Second iteration Third iteration

Min e!. 0.2 0.25 0.267 0.25 0.466 0.533
Mean e!. 0.398 0.487 0.554 0.511 0.689 0.785
Max e!. 0.708 0.75 0.83 0.75 1 1

Fig. 6. Retrieval results using moments and histograms of directions as the indexes (F1).

�

Fig. 7. (a) Initial retrieval results using moments, histograms of directions, and wavelets as the indexes (F2); (b) retrieval results after the
"rst iteration of relevance feedback (F2); and (c) retrieval results after the second iteration of relevance feedback (F2).
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Fig. 7. (Continued).

We considered a relevant image * that is an image
truly similar to the query * correctly retrieved if it
appeared within the "rst set of displayed images (short
list). We let S be the number of images retrieved in the
short list when posing a query; R�

�
, the set of relevant

images in the database; and R�
�
, the set of images re-

trieved in the short list (considered `relevanta by the
system). The e!ectiveness measure is de"ned as

�
�
"�

�R�
�

R�

�
�

�R�
�
�

if �R�
�
�)S,

�R�
�

R�

�
�

�R�
�
�

if �R�
�
�'S.

(19)

If �R�
�
�)S, the e!ectiveness was reduced to the tradi-

tional recall measure, while if �R�
�
�'S, the e!ectiveness

corresponded to precision (In our implementation S was
set at 24).
The database we used is the Jain and Vailaya trade-

mark database [1] of 1100 binary images of trademarks
acquired from several collections [32}34]. The images
are 200�200 pixels large. The database contains a wide
range of objects depicting animals, humans, the Sun, the

Earth, letters of the alphabet, abstract symbols, etc. Sev-
eral trademarks are composed of many distinct elements
combined to form more complex shapes. Many of the
symbols have a similar perceptual meaning, but hardly
match in appearance, rendering the retrieval problem
even more challenging. The query set used in evaluating
the system's performance is shown in Fig. 5. It includes
"rst the three queries considered as given by Jain and
Vailaya, together with seven queries selected by the
authors as representative of the range of the database
contents, and 10 more randomly chosen. In Table 1 we
have summarized the experimental results* the ground
truth similarity was assessed jointly by the paper's
authors* for all the queries, using two di!erent sets of
features.
The "rst three columns correspond to the "rst three

retrieval iterations, using only moments and histograms
of directions (F1) as the indexes; the last three columns
regard moments, histograms of directions, and wavelets
(F2). The "rst retrieval iteration always corresponds to
a similarity measure in which all the features have the
same importance (the weights in Eq. (9) are all set at 1/�);
the following iterations correspond to queries in which
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�

Fig. 9. (a) Initial retrieval results using moments, histograms of directions, and wavelets as the indexes (F2); (b) retrieval results after the
"rst iteration of relevance feedback; and (c) retrieval results after the second iteration of relevance feedback.

Fig. 8. Retrieval results using moments and histograms of directions as the indexes (F1).

the user has marked at least three of the retrieved trade-
marks as relevant, or not relevant. In Table 1, for sake of
completeness, the minimum, average and maximum ef-
fectiveness value at each of the "rst three retrieval iter-
ations are also reported.
Relevance feedback improves the e!ectiveness of the

retrieval for both feature sets; in general, the second
iteration (that is the "rst relevance feedback iteration)
corresponds to the largest single improvement. We ob-
served, to the contrary, little bene"t in repeating the
procedure more than "ve, or six times. It can be reason-
ably argued that this is not due to any de"ciency in the
mechanism itself but to the low-level features used which
can not exhaustively describe the image content. Some
examples may better explain how the system works.
A "rst example (Figs. 6 and 7) concerns the retrieval of
trademarks composed of thin lines surrounding a symbol
or text. In this case only the overall appearance of
the image is considered; the image semantics was
not taken into account. In a second example the objective
was to retrieve all the trademarks depicting a bear.

Here the relevance feedback was used to model the
image semantics and the retrieval task is much more
di$cult. The shape of the bears di!ers greatly, although
they are all depicted as a white object against a
black background. The last example, retrieving all the
trademarks depicting a swan, is the most complex. There
are eight swans in the database (see Fig. 11), although we
have no di$culty in relating all these trademarks to the
concept of swan, images are very di!erent in terms of
shape.
Fig. 6 shows the retrieval results with a query image

composed by line drawings (image 549), and using the F1
feature set as the trademarks' index. This did not produce
good results, due to the limited capacity of the moments
and histogram of directions alone to describe a trade-
mark composed of very thin lines. With the F2 feature set
the results were much better as many images with line
drawings are retrieved (Fig. 7a). These results were fur-
ther improved by relevance feedback: selecting two trade-
marks composed of non-thin structures (1073 and 1061)
as non-relevant images gave the results shown in Fig. 7b.
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Fig. 9. (Continued).

�

Fig. 10. (a) Initial retrieval results using moments, histograms
of directions, and wavelets as the indexes (F2); (b) retrieval
results after the "rst iteration of relevance feedback; (c) retrieval
results after the second iteration of relevance feedback; and
(d) retrieval results after the third iteration of relevance feed-
back.

And adding 547 and 1019 to the set of relevant images,
together with 961 as a not relevant image, we obtained
the results shown in Fig. 7c.
In Fig. 8 another, more complex, example is given.

Here we wanted to retrieve all three bears in the
database. Fig. 8 shows the results using the F1 feature
set. Using F2 does not actually improve on the results
(Fig. 9a); however selecting images 515, 504, and 465 as
non-relevant, and then querying the system again we
obtain the result shown in Fig. 9b. Selecting image 942 as
relevant, and images 211, 956, and 607as not relevant, we
obtained the optimal result, retrieval all the bears in the
database. These images are only perceptually similar, but
present in very di!erent shapes: the relevance feedback,
that is, user's interaction with the system, has made it
possible to cope with this problem.
Fig. 10a depicts the initial retrieval results (using the

F2 feature set) of a query using the swan image number
31: no relevant images were retrieved from the database.
When images 240 and 704 are selected as non-relevant,
and the system queried again, image 1043, depicting an
object that resembles a stylized swan is retrieved
(Fig. 10b). Adding this image to the set of relevant images
allowed the retrieval of image 30 as well (Fig. 10c). By

adding image 30 to the set of relevant images we retrieved
other three swans (Fig. 10d, images 409, 897 and 32).
Further iterations did not make it possible to retrieve all
the relevant images (compare the results shown in
Fig. 11). Similar results (no all relevant image retrieved)
were obtained when we used the other swans depicted in
Fig. 11 as initial query images. In all cases, however,
relevance feedback improved retrieval results. More
sophisticated image indexing strategies would probably
have increased the system's performance. Jain and
Vailaya [1] reported that their method is more robust for
line drawings when the features are computed on "lled in
images. We plan to enlarge the feature set used for
indexing, not because we believe that an enlarged set of
visual features could capture the whole meaning of im-
ages, but simply that it could be better correlated with
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Fig. 10. (Continued).
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Fig. 11. Database trademarks depicting a swan.

the images' semantic contents by the relevance feedback
mechanism.

5. Conclusions

We have addressed the problem of retrieving percep-
tually `similara images in a database of trademarks con-
taining a great variety of objects. The performance of an
image retrieval system is closely related to the nature and
quality of the features used to represent image content,
but it is also strongly in#uenced by the measure adopted
to quantify image similarity. We have shown that the use
of relevance feedback greatly improves retrieval results,
making it possible, in many cases, and with no signi"cant
e!ort by the user, to tune the similarity measure used by
the system to the user's notion of image similarity.
Designing the whole system we have assumed that the

user will identify at least one relevant example in the
database by random browsing and, that some relevant
images will be retrieved at the "rst iteration (in which all
the features have the same importance) within the "rst set
of displayed images. In our experiments we found that
these conditions were almost always met for the database
used, but we realized that this might not be the case if we
scale up the size of the database.
Finding an initial query image will be further ad-

dressed in our system by allowing the user to perform the
query with a sketch, or using an image from outside the
database, and by o!ering a database preview not only by
random access, but also by image clustering. The lack of
relevant images retrieved at the "rst iteration, could be
addressed pragmatically by allowing the user to select
relevant and not-relevant images not only within the "rst
24 retrieved images (we found that in many cases relevant
images were ranked within the "rst two of three screens).

For faster tuning of the similarity function, which would
also deal in part with this problem, we could also exploit
previous query sessions performed by the user on the
same database. The user would be allowed to register
satisfactory queries, together with the corresponding
weights in the similarity measure. When the user has
already formulated a query `similara to the new one, the
algorithm could set the initial weights of the similarity
function at the value of the earlier query, reducing the
time and e!ort needed to adapt the similarity measure by
applying the relevance feedback algorithm.
Trademarks are often also colored [13,30]. We are

now organizing a project to determine what color fea-
tures could be applied to index the images. The integra-
tion of multiple and heterogeneous features will be
straightforward for us, as the structure of the relevance
feedback mechanism is actually description-independent,
that is, the index can be modi"ed, or extended to include
other features without requiring any change in the
algorithm. More demanding will be the integration of
text-based image annotation to further increase retrieval
e!ectiveness.

6. Summary

We addressed here the problem of how to e$ciently
and e!ectively retrieve images similar to a query from
a trademark database purely on the basis of low-level
feature analysis. As already pointed out by several
authors, perceptually similar images are not necessarily
similar in terms of low-level features. We have investi-
gated the hypothesis that the low-level image features,
used to index the trademark images, can be well corre-
lated with image contents by applying a relevance feed-
back mechanism that evaluates the feature distributions
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of the images judged relevant, or not relevant, by the
user, and dynamically updates both the similarity
measure and query in order to better represent the user's
particular information needs. The features used to index
an image are the invariant moments, the histogram of the
edge directions, and the mean and variance of the abso-
lute values of the coe$cients of the sub-images of the "rst
three levels of the multi-resolution wavelet transform of
the image. We have used this somewhat redundant image
description as none of the features can univocally identify
an image. The key concept of the relevance feedback we
propose is the statistical analysis of the feature distribu-
tions of the images the user has judged relevant, or not
relevant, in order to understand what features the user
has considered (and to what extent) in formulating this
judgment, so that we can then accentuate the in#uence of
these features in the overall evaluation of image sim-
ilarity, as well as in the formulation of a new query.
Experimental results on a database of 1100 trademarks
con"rm the feasibility of this approach.
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