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Abstract — Representation of the video content using a set 

of key frames is one of the most common techniques for video 
summarization. Summaries composed of key frames allow 
users to grasp the overall content of a video, and access 
specific sequences. The post-processing algorithm presented 
in this paper makes it possible to create visual video 
summaries that are exhaustive, but not redundant. In three 
steps the method removes meaningless key frames, groups the 
key frames into clusters to allow multi-level summary 
presentation, and determines the default summary level. The 
algorithm utilizes both supervised and unsupervised 
classification strategies to perform these tasks. It requires no 
previous knowledge about the video contents, nor is any 
assumption made about the input data1. 
 

Index Terms — Visual video summaries post-
processing, supervised and unsupervised classification, 
multilevel visual summaries.  

I. INTRODUCTION 
The growing interest of consumers in the acquisition of and 

access to visual information has created a demand for new 
technologies to represent, model, index, and retrieve 
multimedia data [1]. Very large databases of images and 
videos require efficient algorithms that enable fast browsing 
and access to the information pursued [2]. In the case of 
videos, in particular, much of the visual data offered is simply 
redundant, and we must find a way to retain only the 
information strictly needed for functional access, browsing 
and querying. Representation of video contents using a set of 
frames (key frames) is one of the most common techniques for 
video summarization. Summaries composed of key frames can 
resume the video contents in a rapid and compact way: users 
can grasp the overall contents more quickly from key frames 
than by watching a set of video sequences. Besides providing 
video browsing capability and content description, key frames 
act as video “bookmarks” that designate the interesting events 
captured, supplying direct access to video subsequences.  

Videos such as motion pictures, are strongly structured and 
organized: shots, scenes and acts are tied together by a story 
line that defines the relations between the different 
components of the video. News programs, TV shows, and 
documentaries also have a distinctive structure of shots and 
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scenes. In this kind of video, the extraction of the key frames 
can be driven by the detection of the video shots (see [3], [4], 
and [5] among others). Even in videos such as home videos, 
that apparently lack a clearly defined structure, a certain 
framework can be found, and it can be exploited to detect 
meaningful video segments and extract significant frames to 
use in video summarization [6]. For example, the visual 
summary shown in Fig. 1 has been created using the approach 
described in [5]. The video was processed by a shot detection 
algorithm to identify the boundaries of each shot. The visual 
contents of the frames were analyzed for different clues will 
indicating the presence of editing effects such as cuts, fades 
and dissolves. After each shot was detected, the frames 
composing it were further analyzed, and the key frames 
automatically extracted at salient points where the pictorial 
elements of the frames changed in a significant way, allowing 
the selection, for each shot, of a variable number of key 
frames. 

From the user’s point of view, and regardless of the key 
frame extraction strategy adopted, not all the images extracted 
are important or necessary to convey the visual contents of the 
video. Several different factors may render the visual 
summaries less useful or less attractive. For example, they 
may contain uninteresting or meaningless key frames (in Fig. 
1, those corresponding to the color bars), overexposed or 
underexposed key frames, or close-ups with very few details. 
We consider all these as meaningless for key frames since 
they provide so little information. However, to our knowledge 
no previous attempts have been made to systematically 
remove from visual summaries frames that are meaningless in 
terms of the properties displayed with the exception of almost 
unicolor images (e.g. [7]). 

Video summaries may also present a succession of very 
similar key frames. This problem may originate from different 
causes. For example, similar key frames may be repeatedly 
extracted if, while shooting the scene, an object moves very 
close in front of the camera, shadowing the whole scene. This 
may be interpreted as an abrupt change in the video sequence, 
and the shot detection algorithm may identify boundaries 
where they do not exist. Another cause is the presence of 
interruptions within a sequence. This is the case, for example, 
when a single, long sequence (e.g. an interview), is edited to 
reduce its duration. Although the sequence is semantically 
contiguous, the interruptions may be considered shot 
boundaries by the shot detection algorithm and the key frame 
extraction algorithm itself may cause the extraction of an 
over-large number of key frames due to the imprecise 
evaluation of the variations in the frame sequences.  
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Fig. 1. Example of visual summary. The original video (“DVD0019a”) is a MPEG-4 sequence 30 minutes and 30 seconds long, composed of 45,753 
frames (384x288 pixels at 25fps). The summary is composed of 55 key frames and was created with the algorithm described in [5]. The video is part of 
the AESS video archive (see below) and is an excerpt from a documentary on the “Summer White Carnival” at Cegni, showing a feast in progress, and a 
participant preparing for the traditional Carnival masquerade. 

 
Examples of these situations can be seen at frame 25773, 

frame 28737, and the sequence of close-ups starting at frame 
35890 of Fig. 1.  
The management of potentially hundreds of key frames is 
another aspect that must be taken into account. Managing 
visual summaries with hundreds of key frames is a rather 
difficult and inefficient task for the human user, who is more 
interested in the underlying plots of a video sequence then in 
knowing all the details. Consequently the number of key 
frames must be limited while preserving the overall contents 
and structure to allow users a practical way of managing 
visual summaries. However, since different users may be 
interested in different levels of detail, it is also necessary to 
provide a hierarchical structure containing different views of 
video contents, from a coarse view showing the overall plot to 
finer views containing an increasingly number of details. 
Users can then quickly browse through a video sequence, 
rapidly get an overview of the contents, and navigate to 
different levels of detail to locate the segments of interest. 
Although there are already only 55 key frames in the summary 
in Fig. 1, under certain viewing conditions (for example on 
devices with small monitors) it might be useful to further 
reduce the number of key frames. 

The problem of redundant key frames and that of multilevel 
summarization can be dealt with by exploiting clustering 
algorithms to group similar key frames. These algorithms are 
widely exploited in the field of video analysis, particularly for 
video segmentation and summarization. In [8], an 
agglomerative clustering algorithm is used to group similar 
shots in clusters based on temporal constraints and cophenetic 
dissimilarity criteria. The average signature computed on the 
corresponding key frames describes each shot. In [9], sport 
videos are segmented into shots and summarized by selecting 
five key frames at equal intervals within each shot. The scenes 
in the sequence are identified by merging the shots on the 
basis of a scene-likeness measure computed on the HSV color 

histogram produced for the shot’s key frames. Fisher’s 
discriminant analysis is used to determine the correct number 
of clusters. A similar approach is found in [10] where the 
shots extracted from sport videos are clustered into dominant 
scene. A scene is defined dominant is appears repeatedly over 
an extended portion of the video footage. The differences 
between a set of shots and a prototypical shot are used to 
group similar shots together, assigning those that are similar to 
the a group, and the others to a second group. All the shots in 
the first group are held to belong to the dominant scene in the 
video sequence. By selecting another prototypical shots within 
the second group, shots belonging to the second most 
dominant scene can be identified, and so on. In [11] the 
authors are interested in determining the number of distinct 
shots within a video sequence. This knowledge is then used to 
set the threshold for the segmentation of the sequence. The 
frames, described in terms of texture features are grouped by 
the c-means clustering algorithm. A temporal validity index is 
defined so that only consecutive frames are merged. To 
determine the optimal number of clusters (and thus the 
number of shots), the authors rely on the Davies Bouldin 
index. In [12] the shot clustering proposed is hierarchical. A 
compatibility measure based on a fuzzy membership function 
is used to assess the degree of dissimilarity between shots 
belonging to a predefined temporal window. The 
compatibility measure represents the correlation among shots 
in the video sequence. Time constraints are used to split 
clusters that exceed a duration threshold. The clustering 
process terminates when no changes can be made in the 
clusters found. In [13] a methodology for discovering the 
cluster structure in home videos is presented. Statistical 
models of visual similarity, duration and temporal adjacency 
are exploited. The hierarchical clustering process is 
formulated as a sequential binary Bayesian classification 
process. The features used in the process comprise color 
histograms, color ratios, edge density, edge directions and 
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temporal adjacency. The authors of [14], present a multilevel 
hierarchical video summarization strategy. The pictorial key 
frames are used to visualize the video contents ,and a 
hierarchical strategy is introduced to construct multilevel 
summaries. Key frames (level 1 summary) are grouped into 
video super groups (level 2 summary) on the basis of their 
visual similarities. Temporal adjacency is used to create video 
groups, and a temporal interlaced video correlation is then 
used to identify the video scenes, which are finally clustered 
together to eliminate visual redundancies. These operations 
create higher (level 2+) summaries. In [15], shots are clustered 
on the basis of their visual similarity and temporal closeness. 
The hierarchical clustering process continues until all the 
distances between the clusters are greater then a given 
threshold. A scene transition graph (STG) is derived from the 
clustering phase to partition the video into story units. 

II. PROPOSED POST-PROCESSING ALGORITHM 
Fig. 2 shows the three steps of the post-processing pipeline. 

The first removes meaningless key frames, using supervised 
classification performed by a neural network on the basis of 
pictorial features derived directly from the frames, together with 
others derived from the processing of the frames by a visual 
attention model algorithm. The second step provides for the 
grouping of the key frames into clusters to allow multilevel 
summary using both low level and high level features. The third 
step identifies the default summary level that is shown to the 
users: starting from this set of key frames, the users can then 
browse the video content at different level of detail. 

 

Level of PresentationKey Frames GroupingKey Frames Removal

Unprocessed
Visual Summary

Reduced
Visual Summary

Image
Quality "Informativeness"

Feature
Extraction

Neural Network
Classification

Pictorial
Features

Semantic
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Hierarchical
Clustering

Decision Tree
Classification

Visual Summaries
Hierarchy

Fisher's
 Analysis

Default
Visual Summary

Visual Attention
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Fig. 2. Pipeline of the proposed post-processing algorithm. 

 

A. Removal of Meaningless Key Frames 
To remove meaningless key frames, we to extract a set of 

features that describe them in terms of quality and information 
supplied. To assess image quality, we use some of the features 
considered in judging the quality of images taken by digital 
cameras: the percentage of dark and bright pixels, to identifying 
overexposed and underexposed images; the dynamic range of 
the image, to single out flat-looking images; and the color 
balance [16]. To assess the amount of information the key 
frames convey (that is, their “informativeness”), we use a visual 
attention model proposed by Corchs et. al [17] to locate the 

Regions of Interest (ROIs) on a saliency map. This visual 
attention model can detect those portions of the input image 
where highly informative contents are located, and suppress the 
remaining parts. It produces a map of activities of the original 
image: high values in the resulting map indicate areas of high 
neural activity, i.e. areas where we expect visual attention to be 
focused, and thus significant information to be located. Fig. 3 
shows the processing steps followed to obtain the ROIs of a 
given image. 

 

Attention Map

Input Frame

Visual Attention
Model

Binarization Binary Map

Morphological
Filtering

Mask Map
(Binary ROIs)

 
Fig. 3. ROIs extraction pipeline. 

 
The first step is the computation of the neuronal activity map 

by the visual attention models. The second is the binarization of 
the attention map in order to retain only those regions of greater 
neural activity. The values of the attention map are analyzed, 
and the statistics regarding their distribution are used to 
determine a threshold. Values above the computed threshold are 
considered to belong to the region of interest. The regions not 
selected are assumed to concern non-relevant and noisy data. 
We choose to use as threshold the average of the activity values. 
Only those pixels for which the corresponding activity is above 
the average are retained. The result of the binarization process is 
a preliminary binary mask representing the possible location of 
the ROIs. Since the binary mask may be composed of isolated 
pixels or fragmented regions, the third step in the processing 
pipeline is binary morphological filtering, applied to remove 
noisy pixels, and obtain regions with smooth borders and 
uniform areas. The morphological operators used are the 
opening operator followed by the closing operator. The opening 
operator allows us to remove the smaller regions in the image, 
while the closing operator allows us to close most of the gaps 
within the regions. Different levels of filtering can be achieved 
by varying the size and shape of the structuring element. We 
have employed a square structuring element 3x3 pixels in size. 
The result of the third step is a mask image containing the 
locations of all the filtered ROIs. Fig. 4 shows some examples 
of maps of activities and the ROIs extracted from uninformative 
images, while Fig. 5 gives some examples of maps of activities 
and ROIs extracted from informative images. 

Intuitively, images with a large volume of ROIs are more 
informative then images with a small volume of ROIs. The 
location of these ROIs is also helpful in discriminating between 
informative and uninformative images. If the ROIs are located 
near the center of the image, the object of attention is clearly in 
the foreground. If, instead, the ROIs are located near the borders 
of the image, the object of interest is in the background, and not 
clearly identifiable (see Fig. 6). 
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 a1  a2  a3 
 

 b1  b2  b3 
Fig. 4. Examples of uninformative frames (left) with their corresponding 
maps of activities (center), and the regions-of-interest extracted (right). 

 
 

 a1  a2  a3 
 

 b1  b2  b3 
Fig. 5. Examples of informative frames (left) with their corresponding 
maps of activities (centre), and regions-of-interest extracted (right). 

 
Consequently two features extracted as criteria of 

“Informativeness” are the percentage of pixels belonging to 
ROIs within a central region of the image, and their dispersion 
with respect to the center of the image. The central region has 
been set at about 65% of the whole image. 

 

a1  a2 
Fig. 6. The central region of the images is used to compute the 
“Informativeness” feature. 

 
In deciding whether or not to reject a key frame, candidate 

frames are classified in two groups: key frames to reject, and 
key frames to retain. Due to the small number of features 
involved (eight in all here), the classification of the key frames 
is performed using a neural network classifier [18].  

For our purposes, the neural network was composed of one 
input node for each feature value (i.e. eight input nodes) plus a 
node with a bias term; a number of hidden layers, each with the 
same number of nodes as the input (we experimented with one, 
two, and three hidden layers), and a single final node which gave 
an output value in the range of [0,..,1]. The output could be 
interpreted as the probability that the processed key frame should 
be discarded. 

To avoid data overfitting, the ground truth set (composed by 
440 elements) was partitioned into a training set used for 
learning, a validation set used to decide the termination of 
learning, and a test set used to evaluate the classification 
performance. We created the ground truth by asking several 
users to select those key frames they would like to remove on the 
basis of the quality of the frames, and the information conveyed. 
The final class of each key frame was then assigned by a 
majority vote. Experimentally, the best results were obtained 
with a neural network containing two hidden layers. Table I 
shows the classification results of this network on the training set 
and on the evaluation set. The results are in percentages, and 
refer to the neural network with two hidden layers. 

 

TABLE I 
CONFUSION MATRICES OF THE FRAMES CLASSIFICATION 

 
Training Set Evaluation Set 

 Class 0 Class 1 Class 0 Class 1 
Class 0 98.00 02.00 94.98 06.02 
Class 1 37.50 62.50 26.00 74.00 

 
The moderately low precision in assigning key frames to 

Class 1 is mainly due to the difficult and often very subjective 
characterization of the class of the rejected key frames. 
Another cause of misclassification of rejected key frames is 
the relatively small amount of ground truth data available. The 
moderately low precision in assigning key frames to Class 1 is 
mainly due to the difficult and often very subjective 
characterization of the class of the rejected key frames. 
Another cause of misclassification of rejected key frames is 
the relatively small amount of ground truth data available. 
 

 
Fig. 7. The summary of Fig. 1 after key frame classification and the removal stage. Nine key frames have been removed, resulting in a summary 
composed of 46 key frames. 
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In any case, a large misclassification error in the rejected 
key frames class is obviously preferable to a large a high 
misclassification error in the class of retained key frames since 
dropping informative key frames may compromise the visual 
summary.  

Fig. 7 shows the summary of Fig. 1 after the key frames 
removal stage performed using the trained neural network 
with two hidden layers. As it can be seen, nine key frames 
have been removed: among the others, the two color bars 
(frames 217, and 45262), some strong close ups (frames 
35890, 36002, 36069, and 38962), and a frame mainly 
showing the shadow of a person leaving the room (31719). 

Because each key frame is used as an access point to the 
video contents and is as such associated with a video 
subsequence, to ensure that all the video contents remain 
accessible after removal of the key frames, the subsequences 
targeted by the key frames that have been removed are 
assigned to the nearest key frames left in the summary. When 
there is a choice, priority is given to the key frame belonging 
to the same shot. 

 

B. Key Frames Grouping 
The key frame grouping algorithm that we propose is 

conceptually different from the scene clustering task where 
key similar key frames that are spread along the summary are 
deemed to belong to the same scene, and grouped together. 
We are mainly interested in merging similar key frames while 
preserving the temporal ordering of the remaining key frames 
regardless of the shot boundaries. Key frames belonging to the 
same shot may be merged in different clusters if they are 
sufficiently dissimilar in appearance and content. Instead of 
using only simple pictorial features to describe the key frame 
content (as most of the scene clustering algorithms proposed 
in the literature do), we use a two level description approach. 
The key frames are described by low level (pictorial) and high 
level (semantic) features. 

The low level features used are the color histogram, the 
wavelet statistics and the edge’s direction histogram for a total 
of 156 values. The color histogram used is composed of 64 
bins determined by sampling groups of meaningful colors in 
the HSV color space. The edge direction histogram is 
composed of 72 bins corresponding to intervals of 2.5 
degrees. Two Sobel filters are applied to obtain the gradient of 
the horizontal and the vertical edges of the luminance frame 
image. These values are used to compute the gradient of each 
pixel: those pixels that exhibit a gradient over a predefined 
threshold are taken to compute the gradient angle, and then 
the histogram. Multiresolution wavelet analysis can provide 
information about the overall texture of the image at different 
levels of detail. At each step in multiresolution wavelet 
analysis four sub-images (or sub-bands) are obtained with the 
application of a low-pass filter (L) and high-pass filter (H) in 
the four possible combinations of LL, LH, HL and HH. We 
apply multiresolution wavelet analysis on the luminance frame 
image, using three-step Daubechies multiresolution wavelet 

expansion to produce ten sub-bands. Two energy features, the 
mean and the variance, are computed on each sub-band, 
resulting in a 20-value descriptor. These complementary 
visual features (colors, textures and edges) capture the 
contents in an efficient and compact way, and have already 
been successfully used in the extraction of key frames [5]. 

Given this set of pictorial features, the pictorial signature 
(Ps) of a key frame KF can be defined as: 

 
>=< DWHKFPs ,,)(  (1) 

 
where H represents the color histogram, W the wavelet 

statistics and D the edge direction histogram. To compare two 
pictorial signatures the following measure is used: 
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where dH, is the histogram intersection distance [19]: 
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The three distances are mapped into the range of [0,1] 

before being combined to form the final difference measure 
dHWD (to simplify the notation we have indicated them as dH,, 
dW, and dD only) : 

 
( ) ( ) ( )HDDWWHHWD ddddddd ⋅+⋅+⋅=  (5) 

 
The high level features are obtained by applying the 

classification strategies described in [20], where the images 
are classified as indoor, outdoor, or close-up images. The 
classification is based on the use of ensembles of decision 
trees, often called decision forests. The trees of the forests are 
constructed according to CART methodology [21]. The 
features used are related to color (moments of inertia of the 
color channels in the HSV color space, and skin color 
distribution), texture and edge (statistics on wavelets 
decomposition and on edge and texture distributions), and 
composition of the image (in terms of fragmentation and 
symmetry). To fully exploit the fact that trees allow a 
powerful use of high dimensionality and conditional 
information, all the features are taken together, letting the 
training process perform complexity reduction, and 
redundancy detection. An ambiguity rejection option is also 
included, for a more accurate classification. The final decision 



G. Ciocca and R. Schettini:  Supervised And Unsupervised Classification Post-Processing for Visual Video Summaries 635

to classify an image in one of the three classes, or reject it, is 
made by a majority vote among the decision results of the 
trees in the forest. Examples of key frame classification results 
are presented in Fig. 8. Fig. 9 shows examples of misclassified 
key frames. For a more detailed description of the 
classification process, see [20]. Instead of assigning an image 
to a single class we have used the probabilities that a given 
image belongs to each class as a semantic histogram signature. 
The semantic signature (Ss) of a key frame KF is then defined 
as: 

 
>=< COIKFSs ,,)(  (6) 

 
where I, O and C are the percentage of the frame belonging 

to the Indoor, Outdoor and Close-up classes respectively. Two 
semantic signatures are compared using the Euclidean 
distance: 
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The overall difference (Diff) between two key frames is 

computed by a linear combination of the pictorial signature 
difference and the semantic signature difference (to simplify 
the notation, we omit the arguments of the differences): 

 
IOCHWD DiffDiffKFKFDiff )1()(),( 21 αα −+=  (8) 

 
The factor α is used to weight the contribution of one 

signature over the other. In our experiments the weight was 
set at 0.5, equally weighting the two signatures. The use of 
features at different levels of abstraction allows us to reduce 
the error made in comparing two key frames. If both the 
pictorial content and the semantic content are similar the two 
key frames probably belong to the same shooting sequence; 
they are consequently merged together. 

To group similar key frames a hierarchical clustering based 
on the complete link strategy has been adopted adding few 
constraints. We let {KF1, …, KFN} be the N key frames that 
compose the original visual summary, Gi the i-th cluster, and 
gi its representative element. Initially each key frame KFi 
belongs to a cluster Gi and is the representative element (key 
frame) of that cluster: 

 
{ }ii KFG =  and 
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Representative key frames are used to visually represent the 

cluster in the hierarchical visual summary. The clusters are 
arranged according to the chronology of the representative 
key frames. The hierarchical clustering is performed by 
computing the distance between clusters within a temporal 
window t and using the complete link strategy.  
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Diff( ) is the key frame difference measure as defined above 
and is computed on the representative key frames. The 
temporal window t has been set at was set at 1, meaning that 
only pairs of consecutive clusters are evaluated. This allows 
the merging of successive similar clusters (key frames) first. If 
the temporal window is set at an arbitrary value T, the 
clustering is equivalent to that of scene clustering algorithms 
with a scene duration model of T lengths. Once the cluster 
distances have been calculated, the two clusters that are 
closest are merged to form a new cluster. To decide which of 
the two should be deleted from the list of clusters, we apply a 
rule based on the “Informativeness” features described above 
and, specifically, on the percentage of ROIs: the cluster 
having the representative key frame with the highest 
percentage of ROIs is retained, while the other is deleted and 
all its elements added to the winner cluster. The rule ensures 
that of two representative key frames only the one with the 
highest informative content is retained at each iteration. The 
representative key frame of the winning cluster is not 
changed. After each clustering iteration, the set of 
representative key frames is reduced by only one element. 
Since the set of representative key frames forms a summary, 
with N key frames, the clustering algorithm produces a 
hierarchy of N-1 summaries (levels). The original summary 
corresponds to the 0 level summary. Browsing from the higher 
levels to the lower levels, it is possible to view the summary 
from a rough summary (few key frames) to a finer summary 
(more key frames). 

 
 

   
I:15.9 O:13.1 C:71.0 I:59.8 O:22.8 C:17.4 I:21.7 O:16.7 C:61.6 

 

   
I:15.6 O:68.2 C:16.2 I:66.9 O:27.9 C:05.2 I:100.0 O:00.0 C:00.0 

 

   
I:15.0 O:79.6 C:05.4 I:06.8 O:93.2 C:00.0 I:04.5 O:88.9 C:06.6 

Fig. 8. Examples of correctly classified key frames. The numbers below 
each image refer to the probability that the image belongs to the indoor 
(I), outdoor (O) or close up (C) classes. 

 
 

   
I:20.5 O:36.1 C:34.7 I:42.9 O:42.3 C:14.8 I:21.6 O:33.9 C:44.6 

Fig. 9. Examples of misclassified key frames. The numbers below each 
image refer to the probability that the image belongs to the indoor (I), 
outdoor (O) or close up (C) classes. 
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C. Default Summary Level 
From the visual summary we have derived a hierarchical 

structure that represents the visual summary at different levels 
of detail (i.e. with different numbers of clusters/key frames). 
This allows the user to inspect the contents of the video by 
navigating throughout the levels. The problem of the 
multilevel summary is to decide which summary to present to 
the user as the optimal or default summary level. When the 
number of levels is low (i.e. the number of key frames 
composing the original visual summary is low), the user can 
easily browse all the levels until he eventually finds the one 
with the information he is searching for. When the original 
summary is composed of hundreds of key frames, browsing 
through all the levels is cumbersome and time consuming. It is 
necessary to define a strategy to select, if it exists, the 
summary that is least redundant in terms of pictorial 
information (i.e. few similar key frames). It also affords an 
optimal starting point for browsing the remaining summary 
levels. 

The idea underlying the strategy for detecting the default 
summary level is that the frame differences used in merging 
the clusters in the previous section be considered merging 
costs, that is, the costs of reducing the summary by one key 
frame. In the initial phase of the clustering process, the costs 
will be relatively small, that is, the merged clusters will have 
small merging costs because the representative key frames are 
similar, and their merging will not significantly reduce the 
summary information contents. As clustering continues, the 
merging costs will increase, meaning that the representative 
key frames will be increasingly dissimilar, and their merging 
will result in a summary with fewer information contents. We 
select the level at which the merging costs rise significantly as 
the level of the default summary. Starting from there and 
moving toward lower levels we obtain summaries with more 
key frames and redundant information. Moving toward higher 
levels, we have summaries with few key frames and more 
compact contents. To select the clustering level we have used 
an approach based on the peer-group filtering (PGF) scheme 
proposed by Deng et. al [22][23]. The authors employed it to 
filter image noise and to quantize color space for the purpose 
of image enhancement. In [10] the PGF scheme has been 
employed to detect dominant scenes in sports videos. The 
objective of the PGF is to group a set of data into two classes 
by minimizing intra-group differences while maximizing their 
inter-group separation, using Fisher’s discriminant analysis 
[24].  

We apply the PGF scheme to the sequence of merging costs 
determined in the previous clustering process. We let {c0, c1, 
…, cN-1} be the costs associated to the summary levels, that is, 
c0 is the cost of obtaining the summary at level 0 (assumed to 
be equal to zero), c1 the cost of obtaining the summary at level 
1, and so on. Since the costs refer to the merging of pairs of 
frames with a minimum difference, they are naturally ranked 
in 

ascending order. We define the set of partitions (Pi) of the cost 
values into two groups as: 

 
{ } { }{ }110 ,...,,,..., −+= Niii ccccP ,     i=0,..,N-2 (11) 

 
For each partition Pi the Fisher’s index is computed as: 
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The default summary level is determined by the maximum 

of Fisher’s index values: 
 

{ }ii
FmaxargD =  (15) 

 
The level corresponding to the maximum value D, indicates 

the partition (in terms of Fisher’s analysis) where the costs 
assigned to each group are homogeneous, and the costs of the 
second group are visibly higher than those of the first. 
Reducing the summary by one key frame at a time from this 
point on, means merging pairs of dissimilar key frames 
(greater differences), with a consequent loss of information.  

 

a 

b 
Fig. 10. Result of the selection of the default summary level for the 
summary in Fig. 14. a) Fisher’s analysis of the merging costs. b) the level 
27 summary. 
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The default clustering level for the summary in Fig. 7 is 
shown in Fig. 10. Image a, is the plot of the Fisher’s indexes 
with a maximum in the 27th position. Image b shows the 
summary corresponding to the 27th clustering level. If the 
maximum value is very close to the first or last clustering 
level, one of the two groups will be composed of very few 
elements and the Fisher analysis has not been able to identify 
a clear separation between the costs. We may conclude that, 
for that summary, the default level does not differ 
substantially from that of the original summary at level 0 
which can then be used as the default level. 

 

D. Computational Complexity 
In order to estimate the computational complexity of the 

proposed pipeline, we have considered the number of 
operations required to perform each processing step. The 
evaluation is based on the actual implementation and does not 
take into account any specific algorithm optimization. Table II 
shows the computational complexity of the post-processing 
steps. We have indicated with P the number of pixels in the 
frames; N  the number of bins in a generic histogram; K  the 
number of key frames in the summary, and G the number of 
Gabor filters used to compute the ROIs. As expected, most of 
the computation load can be found in the first two processing 
steps where image features must be computed. In particular, 
the key frame removal step requires the computation of the 
regions of interest and this is the most time-consuming 
elaboration within the whole processing pipeline. 

 
TABLE II 

COMPUTATIONAL COMPLEXITY OF THE THREE PROCESSING STEPS 

Processing Step Complexity 

Key Frame Removal O( 20 G  2 P ) 
Key Frame Grouping O( 117 P + 30N  2 ) 
Default Summary O( 4K  2 ) 

 
The neurodynamical visual attention model we used is 

based on evidence of neurophysiological and psychological 
findings. To reduce the computational load, other algorithms 
such as in [25] that compute the regions of interest in a 
different manner can be used instead. It should be pointed out 
that the post-processing pipeline can be applied on frames 
with lower resolution. In our implementation, the frames are 
sampled (maintaining the aspect ratio) at 128 pixels on the 
higher dimension. 

III. RESULTS AND FINAL REMARKS 
Since all the above processing steps (removal of 

meaningless key frames and classification) rely on semantic 
information which no objective quality measure can 
effectively incorporate, the post-processing algorithm was 
heuristically tested by domain experts on a set of videos 
belonging to the "Archivio di Etnografia e Storia Sociale - 
AESS" [26]. These experts manage video footages on a daily 

basis, manually extracting relevant information the videos to 
use for content cataloging and publication through distributed 
channels. The test set was composed of 14 non-professional 
videos, about 4 hours of footage. The experts evaluated the 
processed summary in terms of compactness, and information 
contents as well as the effectiveness of the multilevel 
summary. They judged the results positive, and our key 
frames extraction algorithm [5] and post-processing pipeline 
will be incorporated into the informative system of the AESS 
archive. The results of some of the AESS videos processed 
with the proposed algorithm can be found at 
http://www.ivl.disco.unimib.it/Activities.html. As the post-
processing algorithm does not use previous knowledge about 
the video contents, nor is any assumption made about the 
input data, it can be used in different domains as a general 
purpose algorithm. Nevertheless, some improvements can be 
made. The key frame removal stage could be extended with 
more pictorial quality features (both low level and high level) 
in order to better cover the many factors that can cause a user 
to reject a frame (e.g. wrong skin tone, half faces, etc…). The 
key frame grouping stage could also be extended. We have 
introduced three generic classes for the classification of the 
key frames but more classes can be added in the decision trees 
to enlarge the semantic dictionary. The generic approaches 
used in the whole post processing pipeline, mean that it can 
easily be specialized to support domain specific applications 
by taking into account the appropriate pictorial and semantic 
properties. 
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