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Abstract — We propose a new self-adaptive image cropping 

algorithm where the processing steps are driven by the 
classification of the images into semantic classes. The algorithm 
exploits both visual and semantic information. Visual information 
is obtained by a visual attention model, while semantic information 
relates to the automatically assigned image genre and to the 
detection of face and skin regions.  
 

Index Terms — Adaptive image cropping, small displays, 
image rendering, image classification, face detection, skin 
detection.1 

I.  INTRODUCTION 

Images are playing a more and more important role in 
sharing, expressing and exchanging information in our daily 
lives. Accompanying this revolution, mobile handheld devices 
with different capabilities are undergoing considerable 
progress. Now we all can easily capture and share personal 
photos on these small-form-factor devices anywhere and 
anytime. However, many hurdles still need to be crossed. 
Among them, major crucial challenges include the limited 
accessing bandwidth and small display sizes. Some of the 
efforts that have been put on image adaptation are related to 
the ROI coding scheme introduced in JPEG 2000  [1]. Most of 
the approaches for adapting images only focused on 
compressing the whole image in order to reduce the data 
transmitted. Few other methods use an auto-cropping 
technique to reduce the size of the image transmitted [2][3]. 
These methods decompose the image into a set of spatial 
information elements (saliency regions) which are then 
displayed serially to help users’ browsing or searching through 
the whole image. These methods are heavily based on a visual 
attention model technique that is used to identify the saliency 
regions to be cropped [4].  

In this paper we show how both visual and semantic 
information can be exploited to design a self-adaptive image 
cropping algorithm for small displays. 

 

II.  SELF-ADAPTIVE  IMAGE  CROPPING 

Fig. 1 shows the flow diagram of the proposed algorithm. 
The images are first classified into three broad classes, that is, 
“landscape”, “close-up”, and “other”. The classification is 
based on the use of ensembles of decision trees, called 
decision forests. The trees of the forests are constructed 
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according to CART methodology  [5]. The features used in this 
classification process are related to color, texture, edge and 
composition of the image [6][7]. Then, an ad-hoc cropping 
strategy is applied for each image class. A landscape image, 
for example, due to its lack of specific focus elements, is not 
processed at all: the image is regarded as being wholly 
relevant. A close up image, generally, shows only a single 
object or subject in the foreground, and thus, the cropping 
region should take into account only this discarding any region 
that can be considered as background. In case of an image 
belonging to the other class, we are concerned in whether it 
contains people or not. In the first case, the cropping strategy 
should prioritize the selection of regions containing most of 
the people. 
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Fig. 1. The flow diagram of the proposed algorithm. 

 
Landscape images. In the case of landscape images, no 

cropping is performed and the image is only adapted to fit the 
display dimensions. We adopt this strategy because landscape 
images usually do not present a specific subject to be 
focalized. 

 
Close-up images. For close-up images here we define a new 

procedure which we called “Relevant regions detection and 
analysis (A)” in Figure 1: 

a. A saliency map is generated based on the Itti-Koch visual 
attention model  [8]. Visual attention facilitates the 
processing of the portion of the input associated with the 



 

relevant information, suppressing the remaining 
information. 

b. The saliency map is automatically binarized in order to 
identify saliency regions. The regions with areas smaller 
than a threshold which are a function of the area of the 
larger region are discarded.  

c. A single relevant region is obtained, considering the 
bounding box that includes all the saliency regions 
previously identified.  

d. The image is then cropped and adapted with respect to 
this region. 

 
Other images. A face detector inspired by the Viola and 

Jones one [9] is applied to distinguish between images with 
and without faces. To perform this, we first analyze the images 
in order to detect candidate face regions. The detector is 
composed of a chain of weak classifiers trained by the Ada-
boost algorithm. These regions are then validated by checking 
the amount of skin present and those that have a given amount 
of skin are selected as true face regions.  

For images without faces we designed the “relevant regions 
detection and analysis (B)”: 

a. Same as point a. of the close-up case.  
b. Same as point b. of the close-up case. 
c. The most salient region individuated in point b. is now 

considered as the relevant region. 
d. The image is then cropped and adapted with respect to 

this region.  
For images with faces, we designed the “relevant regions 

detection and analysis (C)”: 
a. Same as point a. of the close-up case.  
b. A new skin color map is also computed.  
c. The saliency map, the skin color map and the face 

regions are then combined together to form a global map, 
used to locate the most relevant region.  

d. The image is then cropped and adapted with respect to 
this region. 

For both close-up and other images, the borders of the final 
cropped region are enlarged to better include the relevant area.  

 
The last phase in the adaptive image cropping aims at 

adjusting the cropping region such that the overall information 
is maximized and all the space in the output display is used. 
The region is rotated if the orientation of the region differs 
from the normal orientation of the display. Further, the region 
is enlarged and/or trimmed in order to retain the display’s 
aspect ratio maintaining the cropped region centered. Finally, 
the cropped image is resized to the size of the display. 

 

III.  ALGORITHM’S  BUILDING  BLOCKS 

A. Image Classification 

Automatic image classification allows for the application of 
the most appropriate enhancement strategy according to the 

content of the photograph. To this end we designed an image 
classification strategy [6] based on the analysis of low-level 
features that can be automatically computed without any prior 
knowledge of the content of the image. 

 
The landscape class includes photos with no evident focus 

elements and the images belonging to it are mostly related to 
natural panoramas (Fig. 2).  

 

 

 

 
Fig. 2. Examples of “Landscape” images. 

 
The close-up class includes portraits and photos of people 

and objects in which the context provides little or no 
information in regards to where the photo was taken (Fig. 3). 
All the images not classified as landscapes or close-ups are put 
in the other image class (Fig. 4). 

 

 
 

 

Fig. 3. Examples of “Close-up” images. 

 

 

 

 
Fig. 4. Examples of “Other” image 
 
The features we used are related to color (moments of 

inertia of the color channels in the HSV color space, and skin 
color distribution), texture and edge (statistics on wavelets 
decomposition and on edge and texture distributions), and 
composition of the image (in terms of fragmentation and 
symmetry). 

 
We used the CART methodology [5] to train tree classifiers. 

Briefly, tree classifiers are produced by recursively 
partitioning the space of the features which describe the 



 

images. Each split is formed by conditions related to the values 
of the features. Once a tree has been constructed, a class is 
assigned to each of the terminal nodes, and when a new case is 
processed by the tree, its predicted class is the class associated 
with the terminal node into which the case finally moves on the 
basis of the values of the features. The construction process is 
based on a training set of cases of known class. A function of 
impurity of the nodes, i(t), is introduced, and the decrease in 
its value produced by a split is taken as a measure of the 
goodness of the split itself. For each node, all the possible 
splits on all the features are considered and the split which 
minimizes the average impurity of the two sub nodes is 
selected. The function of node impurity we have used is the 
Gini diversity index: 
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where p(c|t) is the resubstitution estimate of the conditional 

probability of class c (c = 1, …, C) in node t, that is, the 
probability that a case found in node t is a case of class c. 
When the difference in impurity between a node and best 
subnodes is below a threshold, the node is considered as 
terminal. The class assigned to a terminal node t is the class c* 
for which: 
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In CART methodology the size of a tree is treated as a 

tuning parameter, and the optimal size is adaptively chosen 
from the data. A very large tree is grown and then pruned, 
using a cost-complexity criterion which governs the tradeoff 
between size and accuracy. Although the pruning process 
prevents the danger of trees too tailored to the training data, 
there is still overfitting due to instability (a small change in 
data may result in a very different tree). Decision forests can 
be used to overcome this problem improving, at the same time, 
generalization accuracy. The trees of a decision forest are 
generated by running the training process on boostrap 
replicates of the training set. The classification results 
produced by the single trees are combined applying a majority 
vote. Each decision tree has been trained on bootstrap 
replicates of a training set composed of about 4500 
photographs manually annotated with the correct class. 

 

B. Face Detection 

Face detection in a single image is a challenging task 
because the overall appearance of faces ranges widely in scale, 
location, orientation and pose, as well as in facial expressions 
and lighting conditions [10] and [11]. In this work we have 
adopted a variation of the face detector proposed by Viola and 
Jones [9]. The face detector algorithm uses a multi-scale, 

multi-stage classifier, which operates on image intensity 
information. It uses an over-complete set of Haar-like features.  

In order to compute these features very rapidly at many 
scales they introduced an integral image representation. The 
integral image can be computed from an image using a few 
operations per pixel. Using the integral image, the Haar-like 
features can be computed at any scale or location in constant 
time. Within any image sub-window, the total number of Haar-
like features is very large. In order to ensure fast classification, 
the learning process must exclude a large majority of the 
available features, and focus on a small set of critical ones. 
Feature selection is achieved using the AdaBoost learning 
algorithm by constraining each weak classifier to depend on 
only a single feature. The boosting algorithm is used to train 
successively more complex classifiers in a cascade structure 
which increases the speed of the detector by quickly discarding 
background regions while spending more computation on 
promising face-like regions. 
 

C. Saliency Map Detection 

Visual attention models simulate the human vision system to 
process and analyze images in order to identify conspicuous 
regions within the images themselves. These regions (ROIs) 
can be used to guide the analysis of the images. In the follows 
we describe the Itti and Koch model [8] that is inspired by the 
behavior and the neuronal architecture of the early primate 
visual system.  

Input is provided in the form of a color image. Nine images 
with descending spatial scale are created from the original 
image using dyadic Gaussian pyramids which progressively 
low-pass filter and sub-sample the input images. Each feature 
to be extracted is computed with a set of linear “center-
surround” operations akin to visual receptive fields, where 
visual neurons are most sensitive in a small region of the visual 
space (center), while stimuli presented in a broader region 
concentric to the center (surround) inhibit the neuronal 
response. The difference between images at fine (center) and 
coarse (surround) scales is used to mimic this behavior. A set 
of feature maps are obtained by varying the scale. Three visual 
features are exploited: color, intensity and orientation. In the 
follows Θ indicates the center-surround difference operation 
between a center image c and a surround image s. A feature 
map for the intensity feature is computed as: 
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The second set of maps is constructed from the color 

channels which are represented using the so-called “color 
double-opponent” system. The maps are computed for the two 
channel pairs Red/Green and Blue/Yellow as follow: 
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Gabor pyramids O(σ,θ), with σ  representing the scale and θ   
representing the orientation, are used to compute the 
orientation maps: 
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In total 42 feature maps are computed: 6 for the intensity, 12 

for color and 24 for orientation. Before computing the final 
saliency map, the feature maps are normalized in order to 
globally promote maps in which a small number of strong 
peaks of activity (conspicuous locations) are present, while 
globally suppress maps which contain numerous comparable 
peak responses. After the normalization process, all the sets of 
the normalized maps are combined by average into three 

conspicuity maps, I , C , and O , one for each feature. The 
three conspicuity maps are normalized, and linearly combined 
together into the final saliency map S: 
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An example of saliency map is shown in Fig. 5. 
 

 

  
Fig. 5. The saliency map computed with the Itti-Koch visual attention 
model. 
 

Although the visual attention model is used in all the 
different cropping strategies of our algorithm, it requires a 
tuning of several parameters that influence the results 
depending on the image content. The image classification 
phase allowed us to heuristically tune these parameters at the 
best. 
 

D. Skin Detector  

Many different methods for discriminating between skin 
pixels and non-skin pixels are available. The simplest and 
most often applied method is to build an “explicit skin cluster” 
classifier which expressly defines the boundaries of the skin 
cluster in certain color spaces. The underlying hypothesis of 
methods based on explicit skin clustering is that skin pixels 
exhibit similar color coordinates in a properly chosen color 
space. This type of binary method is very popular since it is 
easy to implement and does not require a training phase. 

 
For this application we have adopted a method based on the 

YCbCr color space, developed by Chai and Ngan [12]. A skin 

color map is derived and used on the chrominance components 
of the input image to detect pixels that appear to be skin. The 
algorithm then employs a set of regularization processes to 
reinforce those regions of skin-color pixels most likely to 
belong to facial regions. We consider only their color 
segmentation step here. Working in the YCbCr space the 
authors find that the ranges of Cb and Cr most representative 
for the skin-color reference map are: 77 ≤ Cb ≤ 127 and  
133 ≤ Cr ≤ 173. This range of chrominance values is obtained 
heuristically from many different facial images, European, 
Asian and African, to derive a map that models the facial color 
of all human races. 

 
Considering that a good classifier should have high recall 

and high precision, but typically, as recall increases, precision 
decreases, we have applied a genetic algorithm to determine 
the boundaries of the skin clusters in the YCbCr color space, 
to favor either high recall or high precision, or to satisfy a 
reasonable tradeoff between the two, depending on application 
demands [13]. Table I shows the three different skin 
boundaries obtained by the genetic algorithm for the Cb and 
Cr color channels. 

 
TABLE  I 

BOUNDARIES OF THE COLOR SKIN CLUSTERS  

Application 
Demand 

Cb 
Min 

Cb 
Max 

Cr 
Min 

Cr 
Max 

Precision 81 112 138 176 

Recall 74 124 134 185 

Tradeoff 88 115 139 183 

 
For the scope of this work the boundaries of the color skin 

cluster were chosen to offer high recall in pixel classification. 
 

IV.  EXPERIMENTAL  RESULTS 

To verify the reliability of our method we used a data set 
composed of 532 images. These images were downloaded 
from personal web-pages, acquired by various digital cameras 
and taken from photo collection CDs, and had different sizes 
(from 256×384 to 2240×1488 pixels), resolutions and quality 
(in terms of jpeg compression, noise, dynamic range, etc.). To 
evaluate the goodness of the proposed image cropping 
strategy, we collected the judgments of a panel of five non-
professional photographers which can be summarized as 
follows: about 7% of the output images were judged worse 
than the original image scaled to fit the small screen display; 
about 40% were judged equivalent (the great majority of 
landscape images are correctly classified and since they are not 
cropped according to our procedure they are equivalent to the 
resized original), while the remaining 53% of the images were 
judged better. Without considering landscapes, the percentage 
of images judged better increases. The worst results are mostly 
due to the errors introduced by the face detector. Most of the 
misclassified images by the CART algorithm are still cropped 
acceptably. With more insight into the semantic contents of the 
images, we expect the whole procedure to perform better and 
more reliably. 



 

Fig. 6, 7, and 8 show some results of the adaptive cropping 
algorithm. The bounding box superimposed on the images 
represents the relevant region detected by the algorithm 
without any adaptation attempt. Fig. 9 and 10 show some 
cropping results using a simulated small display. It can be seen 
how the adaptation stage fills the display surface while 
maintaining the focus on the relevant area. 
 

 
 

   
 

Fig. 6. Relevant regions selected within some of the “close-up” images. 

 

 
 

  

 
 

 
 

Fig. 7. Relevant regions selected within some of the “Other” images. No 
faces are present or detected. 

 

 
 

 

 
 

 

 
 

 
 

Fig. 8. Relevant regions selected within some of the “Other” images 
containing faces. 
 

 
 
Fig. 9. Image cropping results in a simulated display. Two different 
adaptation strategies are used to demonstrate the effect of the region 
trimming operation. “Original” refers to the image fitted to the display 
without any processing. 
 

V. CONCLUSIONS  

We designed a self-adaptive image cropping algorithm 
exploiting both visual and semantic information. Visual 
information is obtained by a visual attention model, while 
semantic information relates to the automatically assigned 

image genre and to the detection of face and skin regions. The 
classification of the images to be cropped allowed us to build a 
cropping strategy specific for each image class. The image 
classification phase made it possible to also tune the saliency 
map parameters at the best. The efficacy of these strategies is 
further improved prioritizing the visualization of some objects 
in the image instead of others. Here we checked the presence 
of people in the images belonging to the other class, but the 
analysis can be further specialized for the identification of 
other objects.  
 

 
 

Fig. 10. More results in a simulated display. The image at the left is not 
cropped since it is classified as landscape. The image on the left(top) 
refers to the image fitted to the display without any processing. 
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