# Remote Sensing Image Classification Exploiting Multiple Kernel Learning 

Claudio Cusano, Paolo Napoletano, and Raimondo Schettini


#### Abstract

We propose a strategy for land use classification, which exploits multiple kernel learning (MKL) to automatically determine a suitable combination of a set of features without requiring any heuristic knowledge about the classification task. We present a novel procedure that allows MKL to achieve good performance in the case of small training sets. Experimental results on publicly available data sets demonstrate the feasibility of the proposed approach.


Index Terms-Multiple kernel learning (MKL), remote sensing image classification.

## I. Introduction

THE automatic classification of land use is of great importance for several applications in agriculture, forestry, weather forecasting, and urban planning. Land use classification consists in assigning semantic labels (such as urban, agricultural, residential, etc.) to aerial or satellite images. The problem is closely related to that of land cover classification and differs from it mainly in the set of labels considered (forest, desert, open water, etc.). In the past, these problems have been often addressed by exploiting spectral analysis techniques to independently assign the labels to each pixel in the image [1]. Recently, several researchers have experimented with imagebased techniques consisting, instead, in extracting image features and in classifying them according to models obtained by supervised learning. Multiple features should be considered because the elements in the scene may appear at different scales and orientations and, due to variable weather and time of the day, also under different lighting conditions.

Sheng et al. designed a two-stage classifier that combines a set of complementary features [2]. In the first stage, support vector machines (SVMs) are used to generate separate probability images using color histograms, local ternary pattern histogram Fourier features, and some features derived from the scale-invariant feature transform (SIFT). To obtain the final result, these probability images are fused by the second stage of the classifier. Risojević et al. applied nonlinear SVMs with a kernel function particularly designed to be used with Gabor and Gist descriptors [3]. In a subsequent work, Risojević and Babić

[^0]considered two features: the enhanced Gabor texture descriptor (a global feature based on cross correlations between subbands) and a local descriptor based on the SIFT. They identified the classes of images best suited for the two descriptors and used this information to design a hierarchical approach for the final fusion [4]. Shao et al. [5] employed both nonlinear SVMs and L1-regularized logistic regression in different classification stages to combine SIFT descriptors, shape features for image indexing, texture feature based on local binary patterns (LBPs), and a bag-of-colors signature.

In this letter, we propose a strategy for land use classification, which exploits multiple kernel learning (MKL) to automatically combine a set of features without requiring any heuristic knowledge about the classification task. One of the drawbacks of MKL is that it requires a large training set to select the features and to train the classifier simultaneously. To apply MKL to small training sets as well, we introduce a novel automatic procedure that produces candidate subsets of the available features before solving the optimization problem defined by the MKL framework. The proposed strategy exploits both features commonly used in scene classification as well as new features specially designed by the authors to cope with the land use classification problem. We evaluated our proposal on two data sets: the land use data set of aerial images [6] and a data set of satellite images obtained from the Google Earth service [7]. We compared our framework with others from the state of the art. The results show that the proposed framework performs better than other methods when the training set is small.

## II. Proposed Classification Scheme

MKL is a powerful machine learning tool that allows, in the framework of SVMs, for automatically obtaining suitable combinations of several kernels over several features (therefore selecting the features as well) [8]-[12]. We evaluated the MKL framework as proposed by Kloft et al. [13] in the case of a small size of the training set (results are detailed in Section III). We observed that dense mixtures of kernels can fit real data better than sparse mixtures but also that both sparse and nonsparse solutions do not outperform other trivial baseline solutions such as those proposed by Risojević and Babić [4].

To improve the results in the case of small training sets, we introduce a novel heuristic procedure that automatically selects candidate subsets of the available combinations of features and kernels before solving the MKL optimization problem.

## A. $M K L$

SVMs exploit the "kernel trick" to build nonlinear binary classifiers. Given a feature vector $\mathbf{x}$, the predicted class $y$ (either
-1 or +1 ) depends on a kernel $k$, i.e.,

$$
\begin{equation*}
y=\operatorname{sign}\left(b+\sum_{i=1}^{N} \alpha_{i} y_{i} k\left(\mathbf{x}, \mathbf{x}_{i}\right)\right) \tag{1}
\end{equation*}
$$

where $\left(\mathbf{x}_{i}, y_{i}\right)$ are the features/label pairs forming the training set. The parameters $b$ and $\alpha_{i}$ are determined during the training procedure, which consists in solving the following quadratic optimization problem:

$$
\begin{equation*}
\min _{\alpha} \frac{1}{2} \sum_{i=1}^{N} \sum_{j=1}^{N} \alpha_{i} \alpha_{j} y_{i} y_{j} k\left(\mathbf{x}_{i}, \mathbf{x}_{j}\right)-\sum_{i=1}^{N} \alpha_{i} \tag{2}
\end{equation*}
$$

under the constraints $\sum_{i} \alpha_{i} y_{i}=0$ and $0 \leq \alpha_{i} \leq C$ (for a set value of the penalization parameter $C$ ). Apart from the linear kernel $\left(k\left(\mathbf{x}_{1}, \mathbf{x}_{2}\right)=\mathbf{x}_{1}^{T} \cdot \mathbf{x}_{2}\right)$, other popular kernels are the Gaussian radial basis function (RBF) $\left(k\left(\mathbf{x}_{1}, \mathbf{x}_{2}\right)=\exp \left(-\gamma\left\|\mathbf{x}_{1}-\mathbf{x}_{2}\right\|^{2}\right)\right)$ and the $\chi^{2}$ kernel $\left(k\left(\mathbf{x}_{1}, \mathbf{x}_{2}\right)=\exp \left(-\gamma \sum_{j}\left(\left(x_{1 j}-x_{2 j}\right)^{2} /\right.\right.\right.$ $\left.\left(x_{1 j}+x_{2 j}\right)\right)$ ), both depending on an additional parameter $\gamma$.

The choice of the kernel function is very important since it implicitly defines the metric properties of the feature space. MKL is an extension of SVMs that combine several kernels. It represents an appealing strategy when dealing with multiple feature vectors $\mathbf{x}=\left\langle\mathbf{x}^{(1)}, \mathbf{x}^{(2)}, \ldots, \mathbf{x}^{(F)}\right\rangle$ and with multiple kernel functions $k_{1}^{(f)}, k_{2}^{(f)}, \ldots, k_{M}^{(f)}$ for each feature. In MKL, the kernel function used in (1) is a linear combination of these $F \times M$ kernels, i.e.,

$$
\begin{equation*}
k_{\mathrm{comb}}\left(\mathbf{x}, \mathbf{x}_{i}\right)=\sum_{f=1}^{F} \sum_{j=1}^{M} \beta_{j}^{(f)} k_{j}^{(f)}\left(\mathbf{x}^{(f)}, \mathbf{x}_{i}^{(f)}\right) . \tag{3}
\end{equation*}
$$

The weights $\beta_{j}^{(f)} \geq 0$ are considered as additional parameters to be found when solving the optimization problem (2) with the inclusion of the new constraint $\sum_{f} \sum_{j} \beta_{j}^{(f)}=1$.

The first approaches to MKL aimed at finding sparse mixtures of kernels with the introduction of $l_{1}$ regularization for the weights of the combination. For instance, Lanckriet et al. induced sparsity by imposing an upper bound to the trace of $k$ [14]. The resulting optimization was computationally too expensive for large-scale problems [15]. Moreover, the use of sparse combinations of kernels rarely demonstrated to have outperformed trivial baselines in practical applications.

Kloft et al. introduced an efficient strategy for solving $l_{p}$-regularized MKL with arbitrary norms, i.e., $p \geq 1$ [13], [15]. The algorithm they proposed allows for estimating optimal weights and SVM parameters simultaneously by iterating the training steps of a standard SVM [13]. This strategy allows both sparse $(p=1)$ and nonsparse $(p>1)$ solutions (for the nonsparse case, the constraint on the weights must be changed to $\sum_{f} \sum_{j}\left(\beta_{j}^{(f)}\right)^{p}=1$ ).

In the case of small training sets, plain SVMs may out perform MKL. This fact mostly depends on the increased number of parameters that have to be set during training and is particularly evident when there are many features and kernels.

## B. Heuristic MKL

Here, we introduce a novel heuristic approach to MKL that finds sparse mixtures of kernels without imposing the sparsity
condition ( $p=1$ ). Using a small number of kernels is very important in the case of small training sets because it reduces the number of parameters to be learned and, consequently, limits the risk of overfitting the training data. In fact, using all the available kernels is usually worse than using a small selection of good kernels. Sparsity could be enforced by constraining to be zero a subset of the coefficients of the kernels before solving the $l_{2}$-regularized optimization problem. The optimal solution could be found by considering all the $2^{F \times M}$ possible subsets. However, this approach would easily result intractable even for relatively small numbers of feature vectors $(F)$ and kernels $(M)$. A tractable greedy solution would consist in selecting one kernel at a time on the basis of its individual merits. This approach, instead, would fail to capture most of the interactions among the kernels.

Our heuristic strategy deals with the limitations of the greedy algorithm, without resulting intractable as the exhaustive search. Briefly, It consists in the automatic selection of a small number of kernels (one for each feature vector) and in an iterative augmentation of such an initial selection. New kernels are not included only because of their performance in isolation, but they are chosen by taking into account how much they complement those that have been already selected. Since complementarity is more easily found across different features, at each iteration, the algorithm considers for inclusion, at most, one kernel for each feature vector. More in detail, the procedure is composed of four major steps. For each step, the goodness of one or more sets of kernels is evaluated by training the MKL with $p=2$ and by a fivefold cross validation on the training set.

1) For each of the $F$ feature vectors and for each of the $M$ kernels, a classifier is trained and evaluated; the best kernel for each feature is then included in the initial selection $\mathcal{S}$.
2) The inclusion of each nonselected kernel is individually evaluated after its temporary addition to $\mathcal{S}$.
3) For each feature vector, the kernel corresponding to the largest improvement in step 2 is taken; these kernels are used to form a set $\mathcal{C}$ of candidate kernels. Features whose kernel does not improve the accuracy will remain without a candidate.
4) For each subset of $\mathcal{C}$, its union with $\mathcal{S}$ is evaluated; the subset $\mathcal{B}^{*}$ corresponding to the largest improvement is permanently added to $\mathcal{S}$.
Steps 2-4 are repeated until the set of candidates $\mathcal{C}$ found in step 3 is empty (this would eventually happen since each step adds at least one kernel until no kernel improves the accuracy or until all the kernels have been selected). The whole procedure is detailed in the pseudocode reported in Fig. 1. Step 4 requires the evaluation of up to $2^{F}-1$ combinations of candidates and is repeated up to $M \times F$ times (since at least one kernel is added at each iteration). Therefore, in the worst case, the number of trained classifiers is $O\left(F \times M \times 2^{F}\right)$. Such a number can be kept manageable if the number of features $F$ is reasonable. As an example, in the setup used in our experiments, $F=4$, and $M=9$; therefore, the number of classifiers is less than $4 \times 9 \times$ $2^{4}=576$, which is several orders of magnitude less than the $2^{4 \times 9}=6.87 \times 10^{10}$ combinations required by the brute-force strategy. As a rough indicator, consider that on $10 \%$ of the 19-class data set described in the following section, the training with our strategy set required about 45 min on a standard PC.
```
\{Step 1: initialization \(\}\)
\(\mathcal{S} \leftarrow \emptyset\)
for \(f \leftarrow 1\) to \(F\) do
    \(j^{*} \leftarrow \underset{j=1, \ldots, M}{\arg \max }\) evaluate \(\left(\left\{k_{j}^{(f)}\right\}\right)\)
    \(\mathcal{S} \leftarrow \mathcal{S} \cup\left\{k_{j^{*}}^{(f)}\right\}\)
end for
repeat
    \{Steps 2 and 3: selection of the candidates \(\}\)
    \(\mathcal{C} \leftarrow \emptyset\)
    for \(f \leftarrow 1\) to \(F\) do
        \(\mathcal{T}^{(f)} \leftarrow\left\{k_{1}^{(f)}, \ldots, k_{M}^{(f)}\right\} \backslash \mathcal{S}\)
        if \(\mathcal{T}^{(f)} \neq \emptyset\) then
            \(j^{*} \leftarrow \underset{j: k^{(f)} \in \mathcal{T}(f)}{\arg \max }\) evaluate \(\left(\mathcal{S} \cup\left\{k_{j}^{(f)}\right\}\right)\)
                        \(j: k_{j}^{(f)} \in \mathcal{T}^{(f)}\)
                \(\mathcal{C} \leftarrow \mathcal{C} \cup\left\{k_{j^{*}}^{(f)}\right\}\)
        end if
    end for
        \{Step 4: selection of the best set of kernels\}
        \(\mathcal{B}^{*} \leftarrow \arg \max\) evaluate \((\mathcal{S} \cup \mathcal{B})\)
        \(\mathcal{S} \leftarrow \mathcal{S} \cup \stackrel{\mathcal{B} \subset \mathcal{B}}{\mathcal{B}^{*}}\)
until \(\mathcal{B}^{*}=\emptyset\)
return \(\mathcal{S}\)
```

Fig. 1. Proposed heuristic: The procedure selects a subset $\mathcal{S}$ of the given kernels $\left\{k_{j}^{(f)}\right\}_{j=1, \ldots, M, f=1, \ldots, F}$. Starting from the set of the best kernels for each feature, a sequence of iterations selects additional kernels. In each iteration, a set $\mathcal{C}$ of candidates is formed by taking up to one kernel for each feature vector. Then, the best subset $\mathcal{B}^{*}$ of $\mathcal{C}$ is added to $\mathcal{S}$. The procedure continues until $\mathcal{B}^{*}$ is empty. The subroutine evaluate performs a fivefold cross validation on the training set to estimate the goodness of a set of kernels.

## III. Experimental Evaluation

To assess the merits of the classifier designed according to our proposal, we compared it with other approaches in the state of the art on two data sets. For all the experiments, the "one versus all" strategy is used to deal with multiple classes. The evaluation includes the following.

- Image features: We evaluated several types of image features and their concatenation using SVMs with different kernels (linear, RBF, and $\chi^{2}$ ).
- MKL: We evaluated three versions of MKL ( $p=1$, $p=1.25, p=2$, and the proposed strategy); as an alternative heuristic for the initialization of MKL, we considered the kernel alignment method proposed by Tuia et al. [10] with and without centered kernels [16].
- Other approaches in the state of the art: We evaluated the method proposed by Risojević and Babić by using the code provided by the authors [4] ("metalearner," with both the features described in the original paper and the features described in this letter).


## A. Data and Image Features

21-Class Land Use Data Set: This is a data set of images of 21 land use classes selected from aerial orthoimagery with a pixel resolution of 1 ft [6]. For each class, 100 RGB images at $256 \times 256$ are available. These classes contain a variety of spatial patterns, some homogeneous with respect to texture, some homogeneous with respect to color, and others not homogeneous at all.

19-Class Satellite Scene: This data set consists of 19 classes of satellite scenes collected from Google Earth (Google Inc.).

Each class has about 50 RGB images, with the size of $600 \times$ 600 pixels [7], [17]. The images of this data set are extracted from very large satellite images on Google Earth.

We considered four types of image features $(F=4)$ : Two of them have been taken from the state of the art and have been chosen because of the good performance reported in the literature. The other two features have been specially designed, here, to complement the others.

1) Bag of SIFT: We considered SIFT [18] descriptors computed on the intensity image and quantized into a codebook of 1096 "visual words." This codebook has been previously built by $k$-means clustering the descriptors extracted from more than 30000 images. To avoid unwanted correlations with the images used for the evaluation, we built the codebook by searching general terms on the Flickr web service and by downloading the returned images. The feature vector is a histogram of 1096 visual words.
2) Gist: These are features computed from a wavelet decomposition of the intensity image [19]. Each image location is represented by the output of filters tuned to different orientations and scales. This representation is then downsampled to $4 \times 4$ pixels. We used eight orientations and four scales; thus, the dimensionality of the feature vector is $8 \times 4 \times 16=512$.
3) Bag of Dense LBP: LBPs are calculated on square patches of size $w \times w$ that are extracted as a dense grid from the original image. The final descriptor is obtained as a bag of such LBP patches obtained from a previously calculated dictionary. As for the SIFT, the codebook has been calculated from a set of thousands of generic scene images. Differently from SIFT, here, we used grid sampling with a step of 16 pixels. Note that this descriptor has been computed separately on the RGB channels and then concatenated. We have chosen the LBP with a circular neighborhood of radius 2 and 16 elements and 18 uniform and rotation-invariant patterns. We set $w=16$ and $w=30$ for the 21 classes and 19 classes, respectively. The size of the codebook, as well as the size of the final feature vector, is 1024 .
4) LBP of Dense Moments: The original image is divided into a dense grid of $N$ square patches of size $w \times w$. The mean and the standard deviation of each patch are computed for the red, green, and blue channels. Finally, the method computes the LBP of each matrix, and the final descriptor is then obtained by concatenating the two resulting LBP histograms of each channel. We have chosen the LBP with a circular neighborhood of radius 2 and 16 elements and 18 uniform and rotationinvariant patterns. We set $w=16$ and $w=30$ for the 21 classes and 19 classes, respectively. The final dimensionality of the feature vector is $3 \times(18+18)=108$.

## B. Experiments

For each data set, we used training sets of different sizes. More in detail, we used $5 \%, 10 \%, 20 \%, 50 \%, 80 \%$, and $90 \%$ of the images for training the methods, and the rest for their evaluation. To make the results as robust as possible, we repeated the experiments 100 times with different random partitions of the data (available on the authors' web page). ${ }^{1}$

[^1]TABLE I
Performance Comparisons on the Two Data Sets

| Features | Kernel | \% training images per class (21-class data set) |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | 5 | 10 | 20 | 50 | 80 | 90 |
| Bag of SIFT | $\chi^{2}$ | $51.89( \pm 1.73)$ | $59.13( \pm 1.53)$ | $66.09( \pm 1.11)$ | 76.80 ( $\pm 1.11$ ) | 77.42 ( $\pm 1.99)$ | 85.45 ( $\pm 2.83)$ |
| Bag of LBP | $\chi^{2}$ | $42.07( \pm 2.35)$ | $50.39( \pm 1.44)$ | $59.21( \pm 1.26)$ | $76.51( \pm 1.16)$ | $77.18( \pm 1.83)$ | $74.81( \pm 2.79)$ |
| GIST | $\chi^{2}$ | $38.62( \pm 1.74)$ | $45.62( \pm 1.44)$ | 53.73 ( $\pm 1.20)$ | $67.96( \pm 1.30)$ | $68.53( \pm 1.73)$ | $67.35( \pm 2.63)$ |
| LBP of moments | RBF | 24.41 ( $\pm 1.47)$ | $29.58( \pm 1.30)$ | 34.54 ( $\pm 1.05)$ | 44.62 ( $\pm 1.20)$ | 45.26 ( $\pm 2.13)$ | 59.49 ( $\pm 3.24)$ |
| Concatenation | RBF | 58.25 ( $\pm 2.21)$ | 69.19 ( $\pm 1.56)$ | 77.32 ( $\pm 1.23)$ | 85.44 ( $\pm 1.04)$ | 88.91 ( $\pm 1.23)$ | 89.41 ( $\pm 1.81)$ |
|  | $\chi^{2}$ | $58.05( \pm 2.21)$ | $68.58( \pm 1.44)$ | 76.97 ( $\pm 1.21)$ | $85.09( \pm 0.95)$ | 88.33 ( $\pm 1.31)$ | $88.55( \pm 1.92)$ |
| Metalearner [4] (original features) | Ridge regression C | 56.05 ( $\pm 2.09)$ | 70.30 ( $\pm 1.64)$ | 79.99 ( $\pm 1.21)$ | 88.45 ( $\pm 0.90)$ | 91.59 ( $\pm 1.20)$ | 91.98 ( $\pm 1.74)$ |
|  | RBF SVM | 48.58 ( $\pm 2.63)$ | $64.91( \pm 2.13)$ | 79.16 ( $\pm 1.23)$ | 89.28 ( $\pm$ 0.86) | 92.52 ( $\pm 1.07$ ) | 92.98 ( $\pm$ 1.64) |
|  | RBF ridge regr. | 51.77 ( $\pm 2.61)$ | $65.52( \pm 2.46)$ | 80.26 ( $\pm 1.18)$ | 88.62 ( $\pm 1.01)$ | 91.76 ( $\pm 1.13)$ | 92.23 ( $\pm 1.72)$ |
|  | RBF ridge regr. C | 54.92 ( $\pm 2.13)$ | 69.10 ( $\pm 1.94)$ | $79.79( \pm 1.20)$ | $89.04( \pm 0.93)$ | 92.16 ( $\pm 1.11)$ | $92.57( \pm 1.71)$ |
| Metalearner [4] | Ridge regression | 40.25 ( $\pm 2.76)$ | 59.88 ( $\pm 1.83)$ | 71.36 ( $\pm 1.32)$ | 83.04 ( $\pm 1.14)$ | 87.79 ( $\pm 1.31)$ | 88.66 ( $\pm 1.99)$ |
|  | RBF SVM | 38.75 ( $\pm 2.98)$ | 52.62 ( $\pm 2.39)$ | $66.35( \pm 1.77)$ | 82.72 ( $\pm 1.23)$ | 88.44 ( $\pm 1.43)$ | 89.21 ( $\pm 1.79)$ |
|  | RBF ridge regr. | 42.93 ( $\pm 2.71$ ) | 58.22 ( $\pm 2.28)$ | 71.78 ( $\pm 1.49)$ | 83.68 ( $\pm 1.11$ ) | $88.24( \pm 1.25)$ | 88.81 ( $\pm 1.92)$ |
|  | RBF ridge regr. C | 39.41 ( $\pm 2.37)$ | $59.53( \pm 1.91)$ | 71.52 ( $\pm 1.35)$ | 83.47 ( $\pm 1.06$ ) | 87.85 ( $\pm 1.35)$ | $88.58( \pm 1.98)$ |
| Kernel Alignment [10] + Kernel Cent. $\operatorname{MKL}(p=1)$ [13] | Linear, RBF, $\chi^{2}$ | 61.16 ( $\pm 1.79)$ | 71.42 ( $\pm 1.32)$ | 77.65 ( $\pm 1.03)$ | 84.23 ( $\pm 0.95)$ | 86.88 ( $\pm 1.39)$ | 87.61 ( $\pm 2.13)$ |
|  | Linear, RBF, $\chi^{2}$ | $61.59( \pm 1.90)$ | 70.77 ( $\pm 1.70)$ | 79.10 ( $\pm 1.13)$ | 86.56 ( $\pm 0.91)$ | $90.07( \pm 1.29)$ | $90.45( \pm 1.86)$ |
|  | Linear, RBF, $\chi^{2}$ | 55.91 ( $\pm 2.24)$ | 68.28 ( $\pm 1.72)$ | 78.34 ( $\pm 1.16)$ | 87.74 ( $\pm 0.82)$ | $90.50( \pm 1.35)$ | 91.20 ( $\pm 1.74)$ |
| MKL ( $p=1.25$ ) [13] | Linear, RBF, $\chi^{2}$ | $58.31( \pm 2.13)$ | 69.42 ( $\pm 1.69)$ | 78.10 ( $\pm 1.20)$ | $86.71( \pm 0.82)$ | $89.70( \pm 1.31)$ | $90.34( \pm 1.76)$ |
| $\operatorname{MKL}(p=2)[13]$ | Linear, RBF, $\chi^{2}$ | $59.87( \pm 1.96)$ | 70.29 ( $\pm 1.59)$ | 78.12 ( $\pm 1.14)$ | 86.06 ( $\pm 0.84)$ | $89.03( \pm 1.32)$ | 89.69 ( $\pm 1.82)$ |
| Proposed MKL + Kernel Normalization | Linear, RBF, $\chi^{2}$ | 64.07 ( $\pm 1.57)$ | 74.00 ( $\pm 1.50)$ | 81.00 ( $\pm 1.18)$ | 88.50 ( $\pm 0.83)$ | 91.30 ( $\pm 1.22)$ | $91.64( \pm 1.94)$ |
| Proposed MKL | Linear, RBF, $\chi^{2}$ | 65.20 ( $\pm 1.57)$ | 74.57 ( $\pm$ 1.45) | 81.11 ( $\pm$ 1.14) | 88.86 ( $\pm 0.90$ ) | $91.84( \pm 1.29)$ | $92.31( \pm 1.78)$ |


| Features | Kernel | \% training images per class (19-class data set) |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | 5 | 10 | 20 | 50 | 80 | 90 |
| Bag of SIFT | $\chi^{2}$ | 49.94 ( $\pm 2.91)$ | 61.71 ( $\pm 1.96)$ | 71.03 ( $\pm 1.67)$ | $80.32( \pm 1.73)$ | 84.27 ( $\pm 2.11)$ | 85.45 ( $\pm 3.26)$ |
| LBP | $\chi^{2}$ | 39.69 ( $\pm 2.58)$ | 46.24 ( $\pm 2.18)$ | 56.61 ( $\pm 1.82)$ | $68.88( \pm 1.79)$ | $74.15( \pm 2.94)$ | $74.81( \pm 3.64)$ |
| GIST | $\chi^{2}$ | $34.87( \pm 2.71)$ | 44.87 ( $\pm 2.31)$ | 53.44 ( $\pm 1.59)$ | 62.03 ( $\pm 1.73)$ | $66.31( \pm 2.73)$ | $67.35( \pm 3.65)$ |
| LBP of moments | RBF | 20.43 ( $\pm 1.85)$ | $30.01( \pm 3.39)$ | $46.86( \pm 2.25)$ | $50.12( \pm 1.89)$ | $58.11( \pm 2.65)$ | $59.49( \pm 4.34)$ |
| Concatenation | RBF | 63.28 ( $\pm 2.62)$ | 78.28 ( $\pm 1.93)$ | 86.66 ( $\pm 1.39)$ | 93.17 ( $\pm 1.08$ ) | 95.11 ( $\pm 1.47)$ | 95.90 ( $\pm 1.88)$ |
|  | $\chi^{2}$ | 58.03 ( $\pm 3.25)$ | 76.67 ( $\pm 2.13)$ | $86.08( \pm 1.61)$ | 93.26 ( $\pm 1.22)$ | 95.68 ( $\pm 1.35)$ | 96.01 ( $\pm 1.99)$ |
| Metalearner [4] (original features) | Ridge regression C | 49.61 ( $\pm 4.24)$ | 77.03 ( $\pm 2.23)$ | 84.54 ( $\pm 1.73)$ | 92.56 ( $\pm 1.01$ ) | 94.93 ( $\pm 1.52)$ | $95.57( \pm 1.93)$ |
|  | RBF SVM | 41.22 ( $\pm 5.06)$ | 73.14 ( $\pm 2.67)$ | $85.78( \pm 2.01)$ | 95.47 ( $\pm 0.88)$ | 97.22 ( $\pm$ 1.19) | 97.92 ( $\pm$ 1.27) |
|  | RBF ridge regr. | 44.52 ( $\pm 5.01)$ | 76.69 ( $\pm 2.42)$ | $87.24( \pm 1.84)$ | 94.62 ( $\pm 1.06)$ | $96.98( \pm 1.33)$ | $97.60( \pm 1.51)$ |
|  | RBF ridge regr. C | 44.40 ( $\pm 3.95)$ | 76.13 ( $\pm 2.40)$ | 85.10 ( $\pm 1.93)$ | $93.71( \pm 1.20)$ | $95.69( \pm 1.44)$ | $96.05( \pm 1.82)$ |
| Metalearner [4] | Ridge regression | 43.44 ( $\pm 4.20)$ | 58.89 ( $\pm 2.88)$ | 77.05 ( $\pm 2.08)$ | $90.02( \pm 1.23)$ | 93.20 ( $\pm 1.51$ ) | 93.67 ( $\pm 2.34)$ |
|  | RBF SVM | $49.74( \pm 3.94)$ | $69.86( \pm 2.72)$ | 83.16 ( $\pm 1.72)$ | $94.80( \pm 1.07)$ | $96.71( \pm 1.12)$ | $97.10( \pm 1.72)$ |
|  | RBF ridge regr. | 53.36 ( $\pm 3.65)$ | 75.70 ( $\pm 2.24)$ | 88.06 ( $\pm 1.47)$ | 95.08 ( $\pm 1.00)$ | 96.92 ( $\pm 1.09)$ | $97.01( \pm 1.73)$ |
|  | RBF ridge regr. C | $34.81( \pm 4.28)$ | 51.88 ( $\pm 3.45)$ | 77.70 ( $\pm 2.07)$ | 90.55 ( $\pm 1.29)$ | 93.50 ( $\pm 1.48)$ | $94.02( \pm 2.48)$ |
| Kernel Alignment [10] | Linear, RBF, $\chi^{2}$ | 58.27 ( $\pm 3.12)$ | 74.11 ( $\pm 1.84)$ | 82.70 ( $\pm 1.55)$ | 93.65 ( $\pm 1.03$ ) | 94.99 ( $\pm 1.40)$ | 95.98 ( $\pm 1.80)$ |
| Kernel Alignment [10] + Kernel Cent. | Linear, RBF, $\chi^{2}$ | $61.50( \pm 3.06)$ | 78.40 ( $\pm 1.94)$ | 87.96 ( $\pm 1.48)$ | 94.62 ( $\pm 0.97)$ | 96.20 ( $\pm 1.15)$ | $96.74( \pm 1.63)$ |
| $\operatorname{MKL}(p=1)$ [13] | Linear, RBF, $\chi^{2}$ | 53.83 ( $\pm 3.72)$ | 76.11 ( $\pm 2.30)$ | 87.96 ( $\pm 1.42)$ | $94.78( \pm 0.92)$ | $96.50( \pm 1.21)$ | 96.75 ( $\pm 1.67)$ |
| $\operatorname{MKL}(p=1.25)[13]$ | Linear, RBF, $\chi^{2}$ | $58.67( \pm 3.43)$ | 77.34 ( $\pm 2.09)$ | $87.61( \pm 1.46)$ | $94.53( \pm 0.89)$ | $96.31( \pm 1.12)$ | 96.70 ( $\pm 1.73)$ |
| MKL $(p=2)$ [13] | Linear, RBF, $\chi^{2}$ | $61.88( \pm 3.01)$ | 78.49 ( $\pm 2.00)$ | $87.64( \pm 1.48)$ | $94.21( \pm 0.93)$ | $95.95( \pm 1.19)$ | $96.53( \pm 1.86)$ |
| Proposed MKL + Kernel Normalization | Linear, RBF, $\chi^{2}$ | 69.73 ( $\pm 2.67)$ | 83.45 ( $\pm 1.63)$ | 90.39 ( $\pm 1.23)$ | 95.33 ( $\pm 0.78)$ | 96.60 ( $\pm 1.01$ ) | 96.90 ( $\pm 1.53)$ |
| Proposed MKL | Linear, RBF, $\chi^{2}$ | 70.20 ( $\pm 2.54)$ | 84.05 ( $\pm 1.67)$ | 90.80 ( $\pm 1.26)$ | 95.73 ( $\pm 0.85)$ | $96.83( \pm 1.04)$ | $97.36( \pm 1.48)$ |

In the experiments for a single kernel, we used the parallel version of LIBSVM ${ }^{2}$ [20]. For MKL, we used the algorithm proposed by Kloft et al. [13], [15] that is part of the SHOGUN toolbox. For both single- and multiple-kernel experiments, we considered the linear, Gaussian RBF, and $\chi^{2}$ kernel functions. In the case of a single kernel, parameter $\gamma$ has been found by the standard SVM model selection procedure; for MKL, we used the values $\gamma=\{10,1,0.1,0.01\}$ and $\gamma=\{3,2,1,0.5\}$ for the Gaussian RBF and $\chi^{2}$ kernels, respectively (chosen taking into account the average Euclidean and $\chi^{2}$ distances of the features; more values could be used at the expense of an increase in computation time). Coefficient $C$ has been chosen among the values $\{0.1,1,2,3,4,5\}$. For experiments with the metalearner, we used the code kindly provided by the authors without any modifications. For all the other methods, before the computation of the kernels, all the feature vectors have been $L_{2}$ normalized. For the standard MKL and the heuristic MKL, we also normalized all the kernels by the standard deviation in Hilbert's space.

[^2]Table I reports the results obtained. Among single features, bag of SIFT obtained the highest accuracy, with the exception of the case of a large training set for the 21-class data set, where the best feature is the bag of LBP (for the sake of brevity, only the results obtained with the best kernel are reported). Regardless of the size of the training set, the concatenation of the feature vectors improved the results. In fact, features such as the LBP of moments that resulted weak when used alone demonstrated to be useful when combined with other features.

On the 21-class data set, advanced combination strategies, such as the metalearners proposed in [4] or the MKL as defined in [13], performed better than simple concatenations. However, this is not true for the 19-class data set. The metalearner works better with its own original features than with our features (this could be due to the fact that these features were based on a codebook defined on the same data set).

The proposed MKL strategy, in the case of small training sets, outperformed all the other methods considered. More in detail, when trained on $10 \%$ of the 21-class data set, the accuracy of our method was at least $3 \%$ better than the accuracy of the other strategies. Similarly, for the $10 \%$ of the 19 -class


Fig. 2. Weights selected by the heuristic MKL when trained on the 19-class data set. Numbers at the bottom indicate kernels: 1 for linear, $2-5$ for RBFs at different $\gamma$ 's, and $6-9$ for $\chi^{2} \mathrm{~s}$ at different $\gamma$ 's. The size of the squares is proportional to the weights. To make the weights comparable, we preprocessed the kernels with the normalization scheme proposed by Zien and Ong [21].


Fig. 3. Accuracy of the proposed MKL varying the number of iterations, on the 19-class data set with $10 \%$ of training images. The performance of standard $\operatorname{MKL}(p=2)$ is reported for comparison.
data set, our method was the only one with accuracy higher than $80 \%$. Even larger improvements have been obtained when using $5 \%$ of the data for training. The improvement obtained in the case of small training sets is statistically significant as it passed a two-tailed paired t-test with a confidence level of $95 \%$.

The weights assigned by the heuristic MKL are quite stable across the different classes (see Fig. 2). Fig. 3 shows the classification accuracy as a function of the number of iterations of the proposed method when $10 \%$ of images are used for training. According to the plot, most of the improvement with respect to standard MKL is obtained after just a couple of iterations.

## IV. Conclusion

In land use classification, scenes may appear at different scales, orientations, and lighting conditions. Therefore, multiple features must be combined to obtain good performance. In this letter, we have presented a classification strategy that improves MKL by making it suitable for small training sets. Experimental results on two public land use data sets show that our method performs better than the other alternatives considered. We believe that our approach could be applied to other image classification tasks. In particular, we expect that it may be successful in those cases where few training data are available and, at the same time, multiple features are needed.

Our MKL strategy may be applied to any set of features; future works will address a deeper investigation on feature design. It has been demonstrated that kernel normalization techniques can significantly influence the performance of MKL [13]; we will also investigate how to effectively exploit these techniques within our MKL strategy.
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