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Annotating photographs with broad semantic labels can be useful in both image pro-
cessing and content-based image retrieval. We show here how low-level features can be
related to semantic photo categories, such as indoor, outdoor and close-up, using deci-
sion forests consisting of trees constructed according to CART methodology. We also
show how the results can be improved by introducing a rejection option in the classifi-
cation process. Experimental results on a test set of 4,500 photographs are reported and
discussed.
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1. Introduction

The automatic classification of digital photographs in semantic categories is an

unresolved challenge in the multimedia and imaging communities. The demands of

a number of practical applications call for further research on this problem, one

of which concerns the optimization of image processing. For example, if printers,

scanners, photocopiers and fax machines could take into account the content of the

photograph, they could automatically adopt the most appropriate strategies of color

adjustment. Another important application concerns image retrieval. The successful

semantic classification of photographs could greatly enhance the performance of

retrieval systems by filtering out photographs from irrelevant classes during the
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matching phase and guiding the identification of specific objects present in the

image.26

Low-level features, that is, features that can be automatically computed without

any a priori knowledge of the content of the image, have recently been used with

promising results to index images in the automatic classification of digital images.

But very little work to date has concerned digital photographs.

Athitsos and Swain2 and Gevers et al.12 studied the problem of distinguishing

between photographs and graphics, Schettini et al.22,23 that of sorting photographs,

graphics, texts and compound documents.

Lienhart and Hartmann18 presented algorithms for distinguishing photo-like im-

ages from graphical images, real photographs from photo-like images, and artificial

images and presentation slides/scientific posters from comics.

Yiu classified pictures as indoor or outdoor scenes using color histograms and

texture orientation. She reported an accuracy of 92% on a database of about

500 images, obtained by stacking k-nearest neighbors and support vector machine

classifiers.34 Szummer and Picard30 classified photographs as indoor or outdoor by

using a k-nearest neighbors classifier. To classify an image, they computed the fea-

tures on subblocks, classified the subblocks independently, and then combined the

results. Three types of features were employed, one each for color, texture and fre-

quency distribution. The color feature used was a color histogram computed on the

Otha color space, while texture features were multiresolution, autoregressive model

parameters, and frequency features were DCT coefficients. The highest accuracy

reported was 90.3%, evaluated on a database of over 1,300 images.

Vailaya et al.32 worked on the problem of distinguishing between city images

and landscapes. They have used a weighted k-nearest neighbors classifier, which

provided an accuracy of 93.3% on a database of about 2,700 images. The fea-

tures considered were: color histograms and coherence vectors in the HSV space,

DCT coefficients, edge direction histograms and coherence vectors. Finally, Vailaya

et al.31 considered the hierarchical classification of vacation images: at the highest

level the images were sorted into indoor/outdoor classes, outdoor images were then

assigned to city/landscape classes, and, finally, landscape images were classified in

sunset, forest and mountain categories. Vector quantization was used to estimate the

class-conditional densities of the features and then derive a maximum a posteriori

probability criterion. At the top level of the hierarchy, that is for indoor/outdoor

classification, this system achieved an accuracy of 90.5% on a database of about

7,000 images. At the bottom line, for classification as sunset, forest or mountain, the

accuracy was 96.6%. Different features were used, depending on the specific problem

addressed: color moments in the LUV space for indoor/outdoor classification, edge

direction histograms and coherence vectors for city/landscape classification, spatial

moments, color histograms and coherence vectors in the HSV and LUV spaces for

sunset/forest/mountain classification.

We present here our experimentation on indoor/outdoor/close-up classification

based on the use of ensembles of decision trees, often called decision forests.9,15 The
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trees of the forests have been constructed according to CART methodology.3 The

classes taken into account correspond to typologies of images that require different

enhancement approaches in the image processing chain. In the framework of image

retrieval these classes could be further split, as in Ref. 31.

We have chosen CART trees as classifiers because they are very powerful in

handling nonhomogeneous relationships among the predictors, and this, we feel,

is of primary importance in problems characterized by a high level of complexity.

In the unsolved problem of distinguishing among indoor, outdoor, and close-up

images, a precise mapping from a set of low-level features to image semantics is not

possible, and the assumption that images with similar semantics share the same

pictorial characteristics may not always hold.

The features we use are related to color (moments of inertia of the color channels

in the HSV color space, and skin color distribution), texture and edge (statistics on

wavelets decomposition and on edge and texture distributions), and composition

of the image (in terms of fragmentation and symmetry). To fully exploit the fact

that trees allow a powerful use of high dimensionality and conditional information,

we take all the features together and let the training process perform complexity

reduction, and detect any redundancy. Our approach differs in this from that of the

authors cited above, who tested the performance of one feature, or a combination

of a few features, at a time.

We have also included a rejection option13,17 in the classification process, pre-

cisely an ambiguity rejection option.33 This has several advantages: (i) images that

are to be classified are not compulsorily assigned to one of the designated classes;

(ii) ambiguous images, that is, images that may be labeled differently by different

observers, such as an indoor picture of a window, are likely to be rejected; and

(iii) classification accuracy for nonambiguous images is improved.

The paper is organized in five sections. Section 2 outlines CART methodology,

describes how we built the decision forests, and the rejection rules we experimented

in order to implement the rejection option. Section 3 illustrates the features used

for image indexing, while Sec. 4 reports the results obtained on a test set of 4,500

images, extracted from a database of 9,000 images collected from various sources.

In Sec. 5, we present our conclusions, with a road map for the future.

2. Classification Methodology

Our classification process is based on the use of decision trees built according to

CART methodology.3 These are binary trees produced by recursively partitioning

the predictor space, each split being formed by conditions related to the predictor

values. Each subset corresponds to a node of the tree: the whole predictor space

corresponds to the root node, the subsets of the final partition correspond to the

terminal nodes. Once a tree has been constructed, a class is assigned to each of the

terminal nodes, and it is this that makes the tree a classifier: when a new case is

processed by the tree, the class associated with the terminal node in which the case

ends up on the basis of its predictor values is its predicted class.
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In problems where it is feasible to assume that the cost of misclassifying a class

j case as a class i case is the same for all i 6= j, i, j = 1, . . . , J , the class assigned

to each terminal node t is the class i for which p(i|t) = maxj p(j|t), where p(j|t)

is the resubstitution estimate of the conditional probability of class j in node t,

that is, the probability that a case found in node t is a class j case. With this

rule the resubstitution estimate of the accuracy inside the node, given by p(i|t),

is maximized or, equivalently, the resubstitution estimate of the misclassification

probability inside the node, given by 1−p(i|t), is minimized. If the prior probabilities

of the classes are estimated from the data, p(i|t) is simply the proportion of class i

cases inside node t and the resubstitution estimate of the accuracy inside the node

is reduced to the relative proportion of cases in the node that belong to class i.

When it is not realistic to assume equal misclassification costs, the class assigned

to each terminal node of the tree is the class for which the estimated misclassifi-

cation cost inside the node is minimized. In our study we have assumed equal

misclassification costs.

The critical problems of the splitting process are essentially two: how to identify

candidate splits, and how to define the goodness of the splits. Candidate splits are

generated by a set of admissible questions regarding the values of the predictors,

which differ according to the nature of the predictors themselves. At each step of

the process, all the predictors are searched one by one, and the best split, in the

sense defined below, is found for each predictor. The best splits are then compared,

and the best of these selected.

The idea central to the goodness of splits is that of selecting the splits so that

the data in the descendant nodes are purer than the data in the original ones. To

do so, a function of impurity of the nodes, i(t), is introduced, and the decrease in

its value produced by a split is taken as a measure of the goodness of the split itself.

The function of node impurity we have used is the Gini diversity index

i(t) =
∑

i6=j

p(i|t)p(j|t) = 1 −
∑

j

p2(j|t) , (1)

which has a clear interpretation in terms of variances of Bernoulli variables. If, for

each class j, we consider the random variable Yj , which is 1 (success) if a case

of t belongs in class j and 0 (failure) otherwise, it can be modeled as a Bernoulli

variable whose probability of success is estimated by p(j|t), and the quantity

1 −
∑

j

p2(j|t) (2)

is the sum of the estimated variances of such variables.

In CART methodology the size of a tree is treated as a tuning parameter, and

the optimal size is adaptively chosen from the data. A very large tree is grown and

then pruned, using a cost-complexity criterion which governs the tradeoff between

size and accuracy, or cost. This eliminates both the risk of large trees which overfit

the training data, as well as that of small trees that do not capture important

information. The pruning process generates a sequence {Tl}l∈{1,...,L} of subtrees
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decreasing in size; these are evaluated in terms of their accuracy, or misclassification

cost, and the best subtree is then selected. When large sets of data are available, as

is the case here, the accuracy, or misclassification cost, of the subtrees are usually

estimated on the basis of a test set. Otherwise, cross-validation must be applied.

Although the pruning process prevents the danger of trees too tailored to the

training data, there is still overfitting due to instability, a phenomenon inherent in

the hierarchical nature of the construction process of trees. Even a small change in

data may result in a very different series of splits, and this clearly affects both the

structure of the trees, and the consequent classification results.

The use of decision forests has proved quite successful in overcoming the above

problem, and in improving generalization accuracy.8,14 The different trees of a forest

are generated by manipulating the training set, and running the training process on

the different sets thus obtained. Classification results are then combined in various

ways. We have chosen this approach, and used bagging, one of the most effective

computationally intensive methods for improving unstable classifiers.4,5

With bagging, trees are formed by making bootstrap replicates of the training

set, and using these as new training sets. In any particular bootstrap replicate,

each element of the training set may appear a number of times, or not at all,

since the replicates are obtained by resampling with replacement. To combine the

classification results produced by the single trees we have appplied the majority

vote rule. Boosting is another way of deriving decision forests.14,17

To avoid doubtful decisions, we decided to integrate an ambiguity rejection

option33 in the classification process. To do so, we experimented with two different

rejection rules, which we have called the global and the local rule, respectively. The

global rule states that a classification result obtained by means of the majority vote

rule is rejected if the percentage of trees of the forest that contributes to it is less

than a given threshold. The rule is constant over the feature space.

The local rule, instead, incorporates local information, namely, the resubstitu-

tion estimates of the accuracy within the terminal nodes of the trees. This rule

operates in two steps. At first, the classification produced by any single tree of the

forest is rejected if the image to be classified ends up in a terminal node with an

estimated accuracy lower than a given threshold. In this case the image is tem-

porarily assigned to a rejection class. In the second step, the classification based on

the majority vote is rejected if the most voted class for the image being processed

is the rejection class.

3. Features

The great variety of feature sets used in similar studies2,12,18,30–32,34 proves in-

directly that there is no single “best” representation of the content of an image,

but only multiple representations which characterize the content from different

perspectives.24 No single low-level feature allows the univocal identification of an

image class: images which are completely different in terms of a feature may belong
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to the same class, and images which are very similar may actually belong to differ-

ent classes. We have used a rich image description, in terms of color, edge, texture,

and image composition, to limit the risk that images with different semantics share

the same description in terms of low-level features.

The features used are described in detail in the following.

3.1. Color distribution

The color distribution of an image is usually characterized by the use of color

histograms. However, two other approaches more efficient than those based on color

histograms have been proposed,28,29 as they do not require color quantization, and

produce more compact indices. One uses only the first three moments of the color

distribution of each color channel; in the other, the image is represented only by the

means and covariance matrix of its color distribution. We have followed the first

approach, as it is more suitable for evaluating similarities. The first three moments,

mean (E), standard deviation (σ) and skewness (s), have been computed for each

color channel of the HSV color space, that separates the hue component from the

saturation and value components. They are:

Ec =
1

N

∑

x,y

pc(x, y) , (3)

σc =

√

1

N

∑

x,y

(pc(x, y) − Ec)2 , (4)

sc = 3

√

1

N

∑

x,y

(pc(x, y) − Ec)3 , (5)

where N is the number of pixels of the image, c = H,S,V refers to the color channels

and pc(x, y) is the value on color channel c of the pixel at position (x, y).

3.2. Skin detector

To detect the presence of human beings in the image we have used the statistical

skin color detector proposed by Miyake et al.20 These authors have analyzed the

distributions of the r, g chromaticities of the pixels of 4,000 skin image regions, and

then devised a probability ellipse rule to model the chromaticities. The r, g values

are computed as follow:

r =
R

R + G + B
, (6)

g =
G

R + G + B
, (7)

where R, G and B are the red, green and blue values of the pixels.
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The conditional probability of the chromaticities of pixels belonging to the skin

class S is modeled by a bivariate normal distribution. Let cxy be the vector of the

chromaticities of the pixel at position (x, y), then:

f(cxy|S) =
e−

1

2
(cxy−µ

S
)T Σ−1

S
(cxy−µ

S
)

2π|ΣS |
1

2

, (8)

where f denotes the density function.

With this assumption the quadratic form

U(cxy; µS
, ΣS) = (cxy − µ

S
)T Σ−1

S (cxy − µ
S
) (9)

has a χ2
2 probability distribution; therefore, given a confidence value of α ∈ [0, 1],

it is possible to select the elliptic region

Uα(cxy; µ
S
, ΣS) < λα , (10)

which includes, with probability α, the skin tone colors. The confidence value α is

used to select the size of the elliptic region and thus define the range of the chro-

maticities that should be considered to belonging to the set of skin chromaticities.

We have estimated µS and ΣS using a training set of 30,000 color skin data

of three different human races: African, Caucasian and Indian. The skin detector

feature is defined as the percentage of pixels whose cromaticities belong to the

elliptic region U0.75.

3.3. Edge distribution

To describe the edge distribution of the images we have used the statistical infor-

mation on image edges extracted by Canny’s algorithm. The Canny operator6 is a

multistage process that works on the image converted to gray scale. We have used

this algorithm since it produces as output an image with edges one-pixel wide, while

allowing us, at the same time, to compute a number of statistics that can be used

to index the image content.

The Canny algorithm is applied to the luminance image that is smoothed by

a 3 × 3 Gaussian filter with σ = 0.01. The algorithm initially generates two im-

ages corresponding to the gradient magnitude and orientation at each pixel. It

then uses nonmaximum suppression which, by keeping only edge strength values

greater than neighboring strengths, thins edges to one-pixel wide contours. Hys-

teresis thresholding is used to eliminate edges caused by noise, and to group the

edges into numbered contours. The hysteresis phase uses two thresholds (T1 and

T2 with T1 > T2), preserving contours that have at least one point with an edge

strength over the high threshold value (T1) and strengths over the low threshold

(T2) for the rest of the contour.

T1 and T2 are computed by analyzing the cumulative histogram of the strength

values found in the nonmaximum suppression phase. T1 corresponds to the strength

when the histogram reaches the 0.85 value, and T2 corresponds to 60% of the
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T1 strength. We have called the two threshold HighThreshold and LowThreshold.

These, together with the following measures, are the edge features used for indexing

the images:

• the percentage of possible edge pixels, that is, the percentage of nonzero pixels

after the nonmaximal suppression process;

• the percentages of possible edge pixels that lie below the T2 threshold (Low Edge),

between the T2 and T1 thresholds (Medium Edge), and over the T1 threshold

(High Edge);

• the percentages of Medium Edge pixels not selected as true edge pixels after

hysteresis (Noisy Edge) and of those promoted as true edge pixels (Promoted

Edge);

• the percentage of possible edge pixels globally selected as true edge pixels (High

Edge and Promoted Edge).

• the number of closed contours and the maximum gradient value;

• the histogram of edge directions quantized in 18 bins.

3.4. Wavelets

Multiresolution wavelet analysis provides representations of image data in which

both spatial and frequency information are present.16 In multiresolution wavelet

analysis we have four bands for each level of resolution resulting from the appli-

cation of two filters, one low-pass (L) and the other high-pass (H). The filters are

applied in pairs in the four combinations, LL, LH , HL and HH . A decimation

phase that halves the resulting image size follows. The final image, of the same size

as the original, contains a smoothed version of the latter (LL band) and three bands

of details [see Fig. 1(a)]. Each band corresponds to a coefficient matrix which can

be used to reconstruct the original image. In our procedure the features have been

extracted from the luminance image, applying a three-step Daubechies multireso-

lution wavelet decomposition using 16 coefficients and producing ten sub-bands25

[Fig. 1(b)]. Two energy features, the mean E and the standard deviation σ, are

then computed for each sub-band. Let Dn be the nth sub-band, n = 1, . . . , 10, and
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T1 and T2 are computed by analyzing the cumulative histogram of the strength

values found in the non maximum suppression phase. T1 corresponds to the strength

when the histogram reaches the 0.85 value, and T2 corresponds to 60% of the

T1 strength. We have called the two threshold HighThreshold and LowThreshold.

These, together with the following measures, are the edge features used for indexing

the images:

• the percentage of possible edge pixels, that is, the percentage of non-zero

pixels after the non-maximal suppression process;

• the percentages of possible edge pixels that lie below the T2 threshold (Low

Edge), between the T2 and T1 thresholds (Medium Edge), and over the T1

threshold (High Edge);

• the percentages of Medium Edge pixels not selected as true edge pixels

after hysteresis (Noisy Edge) and of those promoted as true edge pixels

(Promoted Edge);

• the percentage of possible edge pixels globally selected as true edge pixels

(High Edge and Promoted Edge).

• the number of closed contours and the maximum gradient value;

• the histogram of edge directions quantized in 18 bins.

3.4. Wavelets

Multiresolution wavelet analysis provides representations of image data in which

both spatial and frequency information are present16. In multiresolution wavelet

analysis we have four bands for each level of resolution resulting from the appli-

cation of two filters, one low-pass (L) and the other high-pass (H). The filters are

applied in pairs in the four combinations, LL, LH , HL and HH . A decimation

phase that halves the resulting image size follows. The final image, of the same size

as the original, contains a smoothed version of the latter (LL band) and three bands

of details (see Figure 1a). Each band corresponds to a coefficient matrix which can

L H

LL LH

HL HH

Fig. 1. a) The filtering and decimation of the image along the horizontal and vertical directions.
Four bands a quarter of the size of the whole image are created . b) The tree-step application of
the multiresolution wavelet. The wavelet filters are applied to the top left band containing the
resized image.

be used to reconstruct the original image. In our procedure the features have been

extracted from the luminance image, applying a three-step Daubechies multireso-

lution wavelet decomposition using 16 coefficients and producing ten sub-bands25

(a)
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T1 and T2 are computed by analyzing the cumulative histogram of the strength

values found in the non maximum suppression phase. T1 corresponds to the strength

when the histogram reaches the 0.85 value, and T2 corresponds to 60% of the

T1 strength. We have called the two threshold HighThreshold and LowThreshold.

These, together with the following measures, are the edge features used for indexing

the images:

• the percentage of possible edge pixels, that is, the percentage of non-zero

pixels after the non-maximal suppression process;

• the percentages of possible edge pixels that lie below the T2 threshold (Low

Edge), between the T2 and T1 thresholds (Medium Edge), and over the T1

threshold (High Edge);

• the percentages of Medium Edge pixels not selected as true edge pixels

after hysteresis (Noisy Edge) and of those promoted as true edge pixels

(Promoted Edge);

• the percentage of possible edge pixels globally selected as true edge pixels

(High Edge and Promoted Edge).

• the number of closed contours and the maximum gradient value;

• the histogram of edge directions quantized in 18 bins.

3.4. Wavelets

Multiresolution wavelet analysis provides representations of image data in which

both spatial and frequency information are present16. In multiresolution wavelet

analysis we have four bands for each level of resolution resulting from the appli-

cation of two filters, one low-pass (L) and the other high-pass (H). The filters are

applied in pairs in the four combinations, LL, LH , HL and HH . A decimation

phase that halves the resulting image size follows. The final image, of the same size

as the original, contains a smoothed version of the latter (LL band) and three bands

of details (see Figure 1a). Each band corresponds to a coefficient matrix which can

L H

LL LH

HL HH

Fig. 1. a) The filtering and decimation of the image along the horizontal and vertical directions.
Four bands a quarter of the size of the whole image are created . b) The tree-step application of
the multiresolution wavelet. The wavelet filters are applied to the top left band containing the
resized image.

be used to reconstruct the original image. In our procedure the features have been

extracted from the luminance image, applying a three-step Daubechies multireso-

lution wavelet decomposition using 16 coefficients and producing ten sub-bands25

(b)

Fig. 1. (a) The filtering and decimation of the image along the horizontal and vertical directions.
Four bands a quarter of the size of the whole image are created. (b) The tree-step application of
the multiresolution wavelet. The wavelet filters are applied to the top left band containing the
resized image.
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Nn its number of pixels, the two features are:

En =

∑

i∈Dn

∑

j∈Dn
|Dn(i, j)|

Nn

, (11)

σn =

√

∑

i∈Dn

∑

j∈Dn
(|Dn(i, j)| − En)2

Nn

. (12)

3.5. Texture

Texture features are features related to the local spatial changes in the intensity

of the image pixels. We have based their computation on the Neighborhood Gray

Tone Difference Matrix (NGTDM) proposed by Amadasun et al.1 In this matrix

each element is the absolute difference between the intensity of a pixel and the

average intensity of the surrounding pixels, in a neighborhood of fixed radius (always

set at 1 in our experiments). By adding all the elements of the NGTDM matrix

corresponding to pixels of intensity i, we obtain the quantities s(i) which are the

basis for our computation of the texture features.

The features computed are those related to five texture properties: coarseness,

contrast, busyness, complexity and strength. If we denote by pi the probability of

the occurrence of intensity i in the image, by Gh the highest intensity value present

in the image, by Ng the number of intensity levels in the image, and by n the

number of pixels left after excluding the pixels belonging to an external border of

fixed width, they are computed as follows:

3.5.1. Coarseness

fcos =

(

ε +

Gh
∑

i=0

pis(i)

)−1

, (13)

where ε (set at 10−12) is included to prevent the measure from becoming infi-

nite. The coarseness measure provides a gauge on the granularity of the texture:

high values of coarseness imply that the texture possess large patches of uniform

intensities.

3.5.2. Contrast

fcon =





1

Ng(Ng − 1)

Gh
∑

i=0

Gh
∑

j=0

pipj(i − j)2



 ·

(

1

n2

Gh
∑

i=0

s(i)

)

. (14)

A texture presents high contrast if the differences in intensity levels (bright/dark)

in neighboring regions are clearly visible.
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3.5.3. Complexity

fcom =

Gh
∑

i=0

Gh
∑

j=0

(

|i − j|

n2(pi + pj)

)

(pis(i) + pjs(j)) . (15)

A texture is complex if the information content is high, that is, the texture exhibits

different regions with different average intensities.

3.5.4. Strength

fstr =





Gh
∑

i=0

Gh
∑

j=0

(pi + pj)(i − j)2



 ·

(

ε +

Gh
∑

i=0

pis(i)

)−1

. (16)

A texture is strong if the texture’s primitives are clearly visible.

3.5.5. Business

fbus =

∑Gh

i=0 pis(i)
∑Gh

i=0

∑Gh

j=0(ipi − jpj)2
. (17)

A texture is busy if there are abrupt changes of intensity between a pixel and its

neighbors, that is, the spatial frequency of intensity changes is high.

3.6. Image composition

In order to compute the features related to image composition, the HSV color space

was partitioned into eleven color zones corresponding to basic color names, as shown

in Table 1. This partition was defined and validated empirically by different groups

of examiners.10 Since after quantization the image presents noisy points due to the

nonuniform color regions, a max filter with a 5 × 5 pixels window was applied to

the segmented image to remove these small regions.

Table 1. The eleven color zones used to quantize the HSV color space.

Hmin Hmax Smin Smax Vmin Vmax Color

0 360 0 15 0 31 Black

0 360 0 15 32 69 Gray

0 360 0 15 70 100 White

−18 18 16 100 32 100 Red

19 40 16 100 32 100 Orange

41 62 16 100 32 100 Yellow

63 158 16 100 32 100 Green

159 208 16 100 32 100 Cyan

209 288 16 100 32 100 Blue

289 330 16 100 32 100 Magenta

331 341 16 100 32 100 Pink
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Table 2. Summary of the features used to describe image content.

Group Features Components

Color HSV Moments 9
Skin Detector 1

Texture NGTDM 5
Wavelets 20

Edge Distribution Canny Edge Statistics 11
Edge Direction Histogram 18

Composisition Fragmentation 1
Symmetry 3

Four spatial composition features have been computed.20 The first is fragmen-

tation, which is defined as:

F = 1 −
1

Nr

, (18)

where Nr is the number of color regions. High fragmentation indicates a complex

image. The second feature refers to central dispersion and is measured as the average

distance between the color regions positions and the center of the image, that is:

D =
1

Nr

Nr
∑

i=1

d(ri, c) , (19)

where d denotes the Euclidean distance, c = (cx, cy) is the center of the image, and

ri = (ri,x, ri,y) is the center of the ith color region.

The last two features refer to the horizontal and vertical symmetry of the image

and are:

Sx = 3

√

√

√

√

1

Nr

Nr
∑

i=1

(ri,x − cx)3 , (20)

Sy = 3

√

√

√

√

1

Nr

Nr
∑

i=1

(ri,y − cy)3 . (21)

Altogether the features computed are 68, grouped as summarized in Table 2.

4. Experimental Results

The experiments were carried out inside a research project aimed to provide some

semantic information to automatic image enhancement tools. The database we used

was chosen to well represent the images that can be found on the web, or acquired by

users using commercial equipment. We have tried to avoid having unwanted clusters

of images (i.e. images derived from the same web site and/or with the same subject,

for example horses), since that could somehow bias the classification experiments.
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The database includes 9,000 photographs downloaded from the web, or acquired by

a scanner or by digital cameras.

All the material varied in size, resolution and tonal depth. Before labeling and

automatic indexing the images were resized to 128 pixels on the largest dimension,

and proportionally on the other. Therefore image aspect ratio, and object aspect

ratio, were maintained. The indoor class includes photographs of rooms, groups of

persons, and details in which the context indicates that the photograph was taken

inside. The outdoor class includes natural landscapes, buildings, city shots and

details in which the context concurs to indicate that the photograph was taken

outside. The close-up class includes portraits and photos of people and objects in

which the context provides little or no information of where the photo was taken.

Figures A.1–A.3 in the Appendix provide some examples for each class.

All the images have been labeled as indoor, outdoor or close-ups on the basis

of the independent judgement of five observers. The agreement among them was

rather high, but not complete, univocally labeling 78% of the images, while assigning

different labels (such as indoor and close-up) to 22% of the images. Most of the

confusion was between the close-up and the other categories (97% of the multiple

labels). For each image the final label was assigned by majority vote. No images

were excluded from the database, which composed of about 2,100 indoor images,

4,650 outdoor images and 2,250 close-ups.

4,500 images were randomly extracted from the database to form a training

set, in which the three classes were equally represented. The remaining 4,500 im-

ages formed the test set on which we based the validation process. All the results

presented here refer to this set.

In our experiments, we first built 10 trees using different subsets of the training

set, and then used each tree to classify 4,500 photographs of the test set. Each

subset contained 3,000 photographs randomly chosen from the training set in such

a way that, once again, the three classes were equally represented. Each of the

10 trees was the most accurate tree within the sequence of subtrees obtained by

applying the cost-complexity pruning described in Sec. 2. To select it, the accuracy

of the subtrees was evaluated by classifying the 1,500 photographs not used for the

training process. Table 3 shows the average result obtained using the ten single

trees on the test set.

Table 3. Confusion matrix (average) obtained on the test set using single trees. Brackets
contain minimum and maximun values.

Predicted Class

Indoor Outdoor Close-up

True Indoor 0.787 (0.762–0.821) 0.117 0.096

Class Outdoor 0.085 0.817 (0.771–0.864) 0.098

Close-up 0.079 0.077 0.844 (0.792–0.883)
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The subsequent step was the construction of 50 decision forests of increasing size.

The forest of size k was obtained by making k bootstrap replicates of the training

set and using them to build k trees. The classifications obtained with the different

trees were then combined by means of a majority vote. As in the experiments

with the single trees, each tree in each the forests was the most accurate among

the sequence of subtrees obtained by applying the pruning process. To do so each

bootstrap replicate of the training set was subdivided in two subsets, one used to

build the initial tree and perform the pruning, and the other to select the best tree

in the sequence.

The results obtained by using the forests on the test set are shown in Figure 2.

As can be seen, for all three classes, forests of more than 20 trees achieve an accuracy

that is nearly stable. Tables 4 and 5 show the results achieved by using the forests
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Fig. 2. Graph of the generalization accuracy vs. the size of the forest for the three classes.

of 25 and 35 trees, respectively. The improvement over the results shown in Table 3,

is significant: about 9% for the indoor class, 8% for the outdoor class, and 5% for

the close-up class.

Table 4. Confusion matrix obtained on the test set
using the forest of 25 trees.

Predicted Class
Indoor Outdoor Close-up

True Indoor 0.881 0.050 0.069
Class Outdoor 0.027 0.902 0.071

Close-up 0.054 0.061 0.885

The misclassified images are generally photographs that are either over- or un-

derexposed, or with a background that provides little information about the class to

Fig. 2. Graph of the generalization accuracy versus the size of the forest for the three classes.

The subsequent step was the construction of 50 decision forests of increasing

size. The forest of size k was obtained by making k bootstrap replicates of the

training set and using them to build k trees. The classifications obtained with

the different trees were then combined by means of a majority vote. As in the

experiments with the single trees, each tree in each forest was the most accurate

among the sequence of subtrees obtained by applying the pruning process. To do

so each bootstrap replicate of the training set was subdivided in two subsets, one

used to build the initial tree and perform the pruning, and the other to select the

best tree in the sequence.

The results obtained by using the forests on the test set are shown in Fig. 2. As

can be seen, for all three classes, forests of more than 20 trees achieve an accuracy

that is nearly stable. Tables 4 and 5 show the results achieved by using the forests

of 25 and 35 trees, respectively. The improvement over the results shown in Table 3,

is significant: about 9% for the indoor class, 8% for the outdoor class and 5% for

the close-up class.

Table 4. Confusion matrix obtained on the test set
using the forest of 25 trees.

Predicted Class

Indoor Outdoor Close-up

True Indoor 0.881 0.050 0.069

Class Outdoor 0.027 0.902 0.071

Close-up 0.054 0.061 0.885
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Table 5. Confusion matrix obtained on the test set

using the forest of 35 trees.

Predicted Class

Indoor Outdoor Close-up

True Indoor 0.881 0.051 0.068

Class Outdoor 0.028 0.903 0.069

Close-up 0.052 0.061 0.887

(a) (b) (c) (d)

(e) (f) (g) (h)

(i) (j) (k) (l)

(m) (n) (o) (p)

Fig. 3. Some misclassified images: (a–d) indoor images classified as outdoor; (e,f) indoor images

classified as close-up; (g,h) outdoor images classified as indoor; (i–l) outdoor images classified as
close-up; (m,n) close-up images classified as indoor; (o,p) close-up images classified as outdoor.
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one specific forest and apply the rejection option to that. To avoid a computational

burden which seemed unjustified, we opted for the latter possibility and, on empi-

rical grounds, selected the forest of 25 trees. The application of the rejection option

to this forest produced the results presented here below.

Figures 4, 5 and 6, for each class separately, show how the accuracy (referred to

the remaining images) increases as the rejection rate increases, when either of the

two rules used to implement the rejection option is applied. For all three classes the

global rule outperforms the local rule, and with very satisfacory results.
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Fig. 4. Graph of the generalization accuracy vs. the rejection rate, referred to the images not
rejected.
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Fig. 4. Graph of the generalization accuracy versus the rejection rate, referred to the images not
rejected.

October 28, 2003 11:53 WSPC/INSTRUCTION FILE IJPRAI-07

Automatic Classification of Digital Photographs Based on Decision Forests 15

one specific forest and apply the rejection option to that. To avoid a computational

burden which seemed unjustified, we opted for the latter possibility and, on empi-

rical grounds, selected the forest of 25 trees. The application of the rejection option

to this forest produced the results presented here below.

Figures 4, 5 and 6, for each class separately, show how the accuracy (referred to

the remaining images) increases as the rejection rate increases, when either of the

two rules used to implement the rejection option is applied. For all three classes the

global rule outperforms the local rule, and with very satisfacory results.
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Fig. 6. Graph of the generalization accuracy vs. the rejection rate, referred to the images not
rejected.

Figures 7 and 8 show how the rejection rate for the three classes depends on the

rejection threshold. We recall from Section 2 that for the global rule the rejection

threshold is the percentage of trees in the forest producing the same classification

of an image. For the local rule, instead, it is the resubstitution estimate of the

accuracy within the terminal nodes.
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Looking at Figure 7, we see that when the global rule is applied, even when

the threshold is set at its maximum value, the rejection rate is less than 40%. This

means that about 60% of the images of the test set are classified with the high

confidence that derives from a nearly unanimous vote. We also note that when the

Fig. 6. Graph of the generalization accuracy versus the rejection rate, referred to the images not
rejected.

The misclassified images are generally photographs that are either over- or

under-exposed, or with a background that provides little information about the

class to which the images belong. Indoor images misclassified as outdoor often

show a window, while outdoor images misclassified as indoor are images of de-

tails of buildings, with little outdoor background. We may consider acceptable the

misclassification of some close-up images as indoor or outdoor, and vice versa: it

simply reflects the overlapping between the close-up class and the other categories.

Figure 3 provides some examples of misclassified images.

In applying the rejection option, we faced two alternatives. One was to apply it

to all or some of the forests, and then average the results; the other was to select

one specific forest and apply the rejection option to that. To avoid a computational

burden which seemed unjustified, we opted for the latter possibility and, on empir-

ical grounds, selected the forest of 25 trees. The application of the rejection option

to this forest produced the results presented here below.

Figures 4–6, for each class separately, show how the accuracy (referred to the

remaining images) increases as the rejection rate increases, when either of the two

rules used to implement the rejection option is applied. For all three classes the

global rule outperforms the local rule, and with very satisfacory results.

Figures 7 and 8 show how the rejection rate for the three classes depends on the

rejection threshold. We recall from Sec. 2 that for the global rule the rejection

threshold is the percentage of trees in the forest producing the same classification

of an image. For the local rule, instead, it is the resubstitution estimate of the

accuracy within the terminal nodes.
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Figures 7 and 8 show how the rejection rate for the three classes depends on the

rejection threshold. We recall from Section 2 that for the global rule the rejection

threshold is the percentage of trees in the forest producing the same classification

of an image. For the local rule, instead, it is the resubstitution estimate of the

accuracy within the terminal nodes.
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Looking at Figure 7, we see that when the global rule is applied, even when

the threshold is set at its maximum value, the rejection rate is less than 40%. This

means that about 60% of the images of the test set are classified with the high

confidence that derives from a nearly unanimous vote. We also note that when the

Fig. 7. Graph of the rejection rate versus the rejection threshold for the three classes when the
global rule is applied.
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Fig. 8. Graph of the rejection rate vs. the rejection threshold for the three classes when the local
rule is applied.

threshold is set at a slightly lower value, as 0.8 for example, the rejection rate is

less than 20%. If only a low threshold value is sufficent, such as, for example, 0.6,

the rejection rate is very low, less than 5%. This holds for all the three classes.

The first thing to be noted regarding the local rule, is that the graph does not

register the rejection rate depending on the rejection threshold for threshold values

over than 0.8 (0.83 precisely). For these values the rejection rate of the indoor and

outdoor classes is very high (nearly 95%), but this is not related to the unreliability

of the classification results. To the contrary, it depends on the positive fact that

most of the trees in the forest presented, for the indoor and outdoor classes, a

limited number of large terminal nodes of an accuracy between 0.8 and 0.9, and

that many images of the test set ended up in these nodes. It is the rejection of these

images which inflates the rejection rate. A large node with a high accuracy is most

desirable: it means that many photographs of the class assigned to that node lie

in a region of the feature space that the tree is able to detect. Moreover, the fact

that many photographs of the test set end up in this node confirms that the set of

conditions on the features defining the region occurs with a high frequency inside

the class. Looking at Figure 8, we also see that, when the local rule is applied,

for rejection threshold values between 0.6 and 0.8, the rejection rate of the indoor

class is at least 10% higher than that of the other classes. This signifies a greater

difficulty in classifying indoor images.

The rejection of the images ending up in large terminal nodes of high accuracy

could be prevented by incorporating in the local rule information about the size of

the nodes. This would allow to deflate the influence of very small terminal nodes as

well, but it has the drawback of requiring the introduction of a further threshold.

For this reason, and on the account of the very good performance, and simplicity,

of the global rule, we have not yet implemented the idea.

Fig. 8. Graph of the rejection rate versus the rejection threshold for the three classes when the
local rule is applied.
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Looking at Fig. 7, we see that when the global rule is applied, even when the

threshold is set at its maximum value, the rejection rate is less than 40%. This

means that about 60% of the images of the test set are classified with the high

confidence that is derived from a nearly unanimous vote. We also note that when

the threshold is set at a slightly lower value, as 0.8 for example, the rejection rate

is less than 20%. If only a low threshold value is sufficient, such as, for example,

0.6, the rejection rate is very low, less than 5%. This holds for all three classes.

The first thing to be noted regarding the local rule is that the graph does not

register the rejection rate depending on the rejection threshold for threshold values

over than 0.8 (0.83 precisely). For these values the rejection rate of the indoor and

outdoor classes is very high (nearly 95%), but this is not related to the unreliability

of the classification results. To the contrary, it depends on the positive fact that

most trees in the forest presented, for the indoor and outdoor classes, a limited

number of large terminal nodes of accuracy between 0.8 and 0.9, and that many

images of the test set ended up in these nodes. It is the rejection of these images

which inflates the rejection rate. A large node with a high accuracy is most desirable:

it means that many photographs of the class assigned to that node lie in a region

of the feature space that the tree is able to detect. Moreover, the fact that many

photographs of the test set end up in this node confirms that the set of conditions

on the features defining the region occurs with a high frequency inside the class.

Looking at Fig. 8, we also see that, when the local rule is applied, for rejection

threshold values between 0.6 and 0.8, the rejection rate of the indoor class is at

least 10% higher than that of the other classes. This signifies a greater difficulty in

classifying indoor images.

The rejection of the images ending up in large terminal nodes of high accuracy

could be prevented by incorporating in the local rule information about the size of

the nodes. This would allow to deflate the influence of very small terminal nodes as

Table 6. Confusion matrix obtained on the test set
using the forest of 25 trees and 10% rejection rate.

Predicted Class

Indoor Outdoor Close-up

True Indoor 0.913 0.035 0.052

Class Outdoor 0.018 0.928 0.054

Close-up 0.045 0.036 0.919

Table 7. Confusion matrix obtained on the test set
using the forest of 25 trees and 30% rejection rate.

Predicted Class

Indoor Outdoor Close-up

True Indoor 0.962 0.017 0.021

Class Outdoor 0.018 0.963 0.015

Close-up 0.032 0.014 0.954

In
t. 

J.
 P

at
t. 

R
ec

og
n.

 A
rt

if
. I

nt
el

l. 
20

04
.1

8:
81

9-
84

5.
 D

ow
nl

oa
de

d 
fr

om
 w

w
w

.w
or

ld
sc

ie
nt

if
ic

.c
om

by
 U

N
IV

E
R

SI
T

Y
 O

F 
M

IL
A

N
O

 -
 B

IC
O

C
C

A
 B

IB
L

IO
T

E
C

A
 D

I 
A

T
E

N
E

O
 o

n 
04

/0
5/

13
. F

or
 p

er
so

na
l u

se
 o

nl
y.



August 6, 2004 15:2 WSPC/115-IJPRAI 00343

Automatic Classification of Digital Photographs 837

well, but it has the drawback of requiring the introduction of a further threshold.

For this reason, and on account of the very good performance, and simplicity, of

the global rule, we have not yet implemented the idea.

Tables 6 and 7 summarize the results obtained with 10% and 30% rejection

rates. The information provided by the above tables combined with the information

provided by Fig. 7, shows, for example, that the very high level of accuracy reached

with 30% rejection rate corresponds to a rejection threshold of over 0.9. With 10%

rejection rate the improvement in accuracy with respect to Table 4 is about 3%

for the indoor class, 3% for the outdoor class, and 4% for the close-up class. With

30% rejection rate, the improvement increases to 8%, 6% and 7%, respectively.

(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

(j) (k) (l)

Fig. 9. Some rejected images.
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Table 8. Summary of the results, expressed in terms of gener-

alization accuracy.

Indoor Outdoor Close-up

Single Tree 0.787 0.817 0.844

Decision Forest with 25 trees 0.881 0.902 0.885

10% rejection rate 0.913 0.928 0.919

30% rejection rate 0.962 0.963 0.954

Clearly, the rate that is acceptable is an application-dependent parameter. Table 8

summarizes in terms of generalization accuracy all the results presented above.

Figure 9 provides a few examples of rejected images.

The features which have been used more often in the construction of the forest of

25 are the skin detector, the vertical and horizontal edge directions, other statistics

related to edge distribution, and dispersion. About half of the features have never

been used.

5. Summary and Perspectives

The experimentation on indoor/outdoor/close-up classification described in this

paper is part of a more general project concerning the design of intelligent digital

cameras that can automatically and reliably adopt the most appropriate strategies

of image enhancement, color processing and compression on the basis of the scene

depicted. But the results could be also fruitfully applied in the framework of content-

based retrieval: classification may significantly enhance retrieval systems by allowing

semantically-adaptive searching and by filtering irrelevant classes during matching.

The experimental results we have presented here show that the use of decision

forests of trees built according to CART methodology can provide very satisfac-

tory results in dealing with the difficult problem of identifying semantic classes of

photographs, such as indoor, outdoor and close-up, simply on the basis of low-level

features related to color, texture and composition of the images. The accuracies we

reported refer to the test set alone and are not averaged on the entire database,

which includes the training set.

The results also show that accuracy can be notably improved by using a rejection

option. In image processing a rejection scheme can prevent the production of arti-

facts that may be derived from activating unappropriate processing algorithms.11 In

the retrieval framework, as Vailaya points out,33 it can be applied to automatically

generate reliable high-level indices in large image databases. Setting a high rejection

rate can help in the classification of only those images in which the classifier has

a high confidence. For instance, for each of the three classes taken into account,

we achieved an accuracy of over 95% at the 30% rejection rate; for databases of

milions of images, the automatic and reliable classification of 70% of the images

would considerably reduce the manual effort.

We decided to experiment with CART trees for several reasons. We have al-

ready mentioned that they make powerful use of conditional information and high
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dimensionality, and perform automatic dimensionality reduction. Noisy features

have no detrimental effect on their performance, as they do, instead, on that of

nearest neighbor rules.19 Moreover, CART trees do not require assumptions about

the probability distribution of the features. They provide not only a classification

rule, but also a clear characterization of the conditions that drive the classification,

and allow us to assign a level of confidence in classification results as well. Finally,

they are robust with respect to outliers.

Other properties, not exploited in the present study, might be very useful in

future experimentation related to the design of image filters for the WEB. Quali-

tative features, such as image format, could be dealt with as easily as quantitative

features, and different misclassification costs could be taken into account. This

would be important in dealing with pornographic images. Moreover, since CART

methodology allows for the presence of missing values both in the training set and

in new cases to be classified, in image classification we could also take advantage of

ancillary information, such as image captions, which may not always be available.

We believe that the performance will scale well to different and, perhaps, larger

databases of photographs. However, a number of issues deserve future work. As far

as image description is concerned, we must design a more powerful skin detector,

since we have observed that classification results were worst when significant parts

of the images were occupied by skin regions. As for the classification process, we

may decide to refine the local rejection rule by incorporating in it some information

about the size of the terminal nodes, as already observed in the discussion of the

results. Moreover, we need to develop some tool that allows us to gain an insight

into the role the different features play in the construction of the forest, since forests

are not as highly interpretable as single trees. Such a tool would have to summa-

rize the contribution that each feature provides, inside the forest, in separating one

class from the others, and also help to detect possible masking effects among the

features. Features which are little used could indeed be masked by others. A thor-

ough analysis of the role of the features in the classification process will help in the

re-examination of the features set that is necessary at this stage of our project. This

review process could also benefit very much from the use of unsupervised learning

techniques, such as clustering, which are indicated as a promising research issue

for filling the gap between high-level semantic concepts and low-level features in

multimedia applications.21,26 Middle or high level features could be considered as

well.20,26

Finally, since the problem we face is such that some images fall undeniably into

several classes simultaneously, a fuzzy interpretation of the classification results

provided by the forest could be investigated.

Acknowledgments

This investigation was performed as a part of a ST Microelectronics research con-

tract. The authors thank ST Microelectronics for permission to present this paper.

They thank also the referees for the very useful comments.

In
t. 

J.
 P

at
t. 

R
ec

og
n.

 A
rt

if
. I

nt
el

l. 
20

04
.1

8:
81

9-
84

5.
 D

ow
nl

oa
de

d 
fr

om
 w

w
w

.w
or

ld
sc

ie
nt

if
ic

.c
om

by
 U

N
IV

E
R

SI
T

Y
 O

F 
M

IL
A

N
O

 -
 B

IC
O

C
C

A
 B

IB
L

IO
T

E
C

A
 D

I 
A

T
E

N
E

O
 o

n 
04

/0
5/

13
. F

or
 p

er
so

na
l u

se
 o

nl
y.



August 6, 2004 15:2 WSPC/115-IJPRAI 00343

840 R. Schettini et al.

Appendix

The following figures show examples of photographs of the database, separately for

each of the three classes.

(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

(j) (k) (l)

Fig. A.1. Examples of indoor photographs.
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(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

(j) (k) (l)

Fig. A.2. Examples of outdoor photographs.
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(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

(j) (k) (l)

Fig. A.3. Examples of close-up photographs.
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